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Abstract: At the end of manufacturing of casting process, it is crucial to have a 

process which inspect if it has defects or not. Conventional method for inspection 

uses naked eyes which is prone to misclassify the product. The objectives for this 

study are to identify defects by using Convolutional Neural Network (CNN) 

simultaneously reduce the number of misclassification and to evaluate the 

performance of the CNN by comparing it with other image processing method. This 

approach is only applicable if the product is circle in shape and by using Python 

programming language for the codes. CNN is machine learning that specific in image 

processing. To build a fully functioning algorithm, the researcher has used google 

colab as the notebook and it should consist of 3 layers called convolutional layer 

where it extract all the feature contains in the raw image, pooling layer will reduce 

the size of the feature map to lessen the complexity for the next layers, and fully-

connected layer is to combine all features to become an output. There are six criteria 

used when comparing CNN and ResNet. Final results prove that ResNet has a better 

performance as it is much simple to construct the algorithm because there is only 5 

line of codes to import all libraries into the notebook while in CNN, the researcher 

need to start from scratch. The accuracy for determining the product are not much 

different compared to CNN. The accuracy for ResNet and CNN are 99.86% and 

99.72%. For future researcher it is recommended to do a research related to Recurrent 

neural Network (RNN). RNN is commonly used in speech recognition.   

 

Keywords: Convolutional Neural Network (CNN), Image Processing, Residual 

Network (Resnet). 
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1. Introduction 

Metal casting can be described as a technique in which molten metal is poured into the mould cavity 

and let undergo drying process which turns it from liquid state into a solid-state [1]. In any 

manufacturing process, defects or flaws must be avoided as they will cause the whole batch of product 

being rejected. While doing metal casting process, defects which are likely to occur are misrun, cold 

shut, shrinkage cavity, and microporosity. To counter this problem, there come the quality control (Q.C) 

section.  

Q.C section usually placed at the end of the manufacturing process before the product is handed to 

the customer. There are two method in Q.C section which non-destructive testing (NDT) and destructive 

testing. NDT can be divided into six categories which start with visual inspection, liquid penetrant 

testing, magnetic particle testing, electromagnetic testing, radiography, and ultrasonic testing [2]. This 

study will focus on NDT visual inspection which can be described as a form of evaluation by using 

human naked eyes [3]. But, due to humans’ nature of doing mistakes, this method is prone to misclassify 

the product by stating defective product as an OK product. Not only that, this conventional method also 

required more worker to tally with the production. 

To overcome the problem of misclassification and reduce the number of workers, a machine 

learning algorithm was constructed using a Python programming language. Essentially, machine 

learning is machines that follow the instruction given by humans using a specific instruction which is 

an algorithm that describes the task that needs to be done [4]. There are many types of machine learning 

which Convolutional Neural Network is part of it. CNNs are widely used in image recognition, object 

detection, and image segmentation or in another word it is specialized in image processing [5]. CNN is 

qualified for the extraction identification of data [6]. Not only that, it is also less complicated to 

construct as it need a few amount of frameworks to set up the model [5].   

 

1.1. Objectives 

i. To identify the defect in casting product using image processing, Convolutional Neural 

Network (CNN) 

ii. To reduce misidentify of the product during Quality Control (QC) process 

iii. To evaluate the performance of the algorithm by comparing it with another method 

 

1.2. Scope of study 

i. Using Python as programming language. 

ii. Product shape is circle. 

 

1.3. Significant of study 

There has been rapid growth in the manufacturing process, especially in the casting process due to the 

increase in demand. All manufacturers are going to increase their production rate by adding more 

worker, machines, raw materials, and larger factories. At the same time, company also need to keep 

their quality standard in order to survive for long term. By using so-called “Artificial Intelligence” (AI) 

or to be specific Convolutional Neural Network (CNN), this will automatically eliminate the problem 

of misclassification, reducing the number of workers simultaneously reduce the monthly expenses. 
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2. Materials and Methods 

 

2.1. Importing libraries 

 
Figure 1: Libraries used in CNN algorithm. 

Libraries used are operating system (OS), random, pandas, NumPy, seaborn, matplotlib.pyplot, 

TensorFlow.keras, and scikitlearn. The purpose of importing OS is to interact with the computer 

regardless it is Microsoft Windows, macOS, Linux, or Ubuntu. Next, a random library is used for 

generating a random number. Then, NumPy is used for working with arrays. For example, the model 

will “read” the image as an array of numbers which generated by Numpy library. Moreover, the Pandas 

library is used for data analysis and manipulation tools. After done with data analysing, the seaborn 

library is used for data visualization using charts, graphs, or maps. The last two lines tensorflow.keras 

and scikitlearnis are the libraries used in image processing neural network. 

 

 

2.2. Specifying dataset’s path 

It is important to specify the path for the model to retrieve datasets easily. First thing is to upload 

the datasets into google drive. Next, write and execute these two lines in figure 2 below. 

 

Figure 2: Codes for mounting google drive with google colab. 

 

After mounting google drive with the google colab, locations for each files need to be specify 

precisely. This is to make sure the model has no problem retrieving the datasets. Figure 3 below shows 

the path for all files. The main file that stores the datasets is given name “casting_data”. 

 

Figure 3: Paths for all set of datasets. 
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2.3. Creating & compiling the model 

This model will have a total of 5 layers. Three layers are used for convolutional (Conv2D) and max-

pooling (MaxPooling2D). From there, the last output of max-pooling will undergo a flattening process 

and then be fed through two layers of the fully-connected or dense layer.  

 

Figure 4: Layers to build a fully functioning CNN. 

 

A distinct number of authors have observed that multiple layers of architecture sometimes give 

more accurate results [7]. An activation function is needed to help neurons to stimulate for the next 

layer by transforming it from linear to the non-linear regression model.  It is then fed to the next layer 

as an input. In this model, an activation function is used for Conv2D and the first layer of fully-

connected is rectified linear unit (ReLu). ReLu will perform a mathematical function that converts a 

negative input into zero. For the last layer of fully-connected, it is activated using the sigmoid function. 

The sigmoid function will transform the scores into the possibility of an image being classified.  

 

 

Figure 5: ReLu activation function that stimulate the neurons for next layer. 

 

2.4. Training the model 

In this model, the number of an epoch is set at 25. Epoch is the number of passes for the whole 

training dataset to complete. To determine the number of the epoch is by referring to the fitting. Model 

fitting is the measurement of how well the model classifies the validation dataset after it has been 

trained, the tolerance between the training dataset and validation dataset is marginal. If the model is 

under-fitting, this means that the number of an epoch is not enough and if it is over-fitting, the model 

has exceeded its practical number of an epoch. A good model will have perfect-fitting which means the 
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model stops training just before the model starts to loss its gradient. But it is time-consuming to check 

it every time a number of the epoch is done. The best way to get this is by using EarlyStopping function. 

EarlyStopping means that the model will stop training the datasets when there is no improvement on 

validation loss (val_loss) after five consecutive epochs. To determine the number of steps for each 

epoch is by dividing the number of train datasets by a number of batches. Thus resulting in the number 

of steps per epoch to 166 steps. Next, ModelCheckpoint is used to save the model that gives the highest 

value of accuracy on training datasets and validation datasets. The model that has been saved will be 

used later for the test dataset. 

 

 

Figure 6: Accuracy for epoch number 16. 

 

From figure 6 above, epoch no.16 yields the best result. Scoring 99.43% accuracy on the 

training dataset and 99.40% on the validation dataset. EarlyStopping can be seen when the model 

terminated the training session after epoch 21 due to no improvement in validation loss (val_loss). The 

value of error kept on increasing from 2.06% until 4.03% since epoch 16.  

 

3. Result & Discussion 

For performance evaluation of CNN is done by comparing it with other method of image 

processing called residual network (ResNet). ResNet is an improvise version of CNN that has been 

introduce in the 2015 ImageNet Large Scale Visual Recognition Challenge (ILSVRC) contest by 

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun [8]. The researcher creates a bypass 

connection called identity mapping that links the output of a residual block to its input that will decrease 

the vanishing gradient effect simultaneously makes training an algorithm much better [9]. Based on 

figure 7 below, X is an input to the residual block and the value of X should be equal to the output of 

the residual block. If the value of X is not equal to the output, the function residual (X) will alter so that 

the input value is parallel to the output value. When input X = output, then the function residual (X) 

will be zero and the identity mapping will duplicate the value of input X. To better understand the 

concept of the residual block, imagining the neural network is required to predict whether the product 

is a defect or OK based on the images that have been augmented. If the predicted is “defect” but the 

actual is “OK” then the identity mapping will alter it so that the predicted is equal to the actual.   
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Figure 7: CNN block (left) compared to ResNet block (right). 

Many types of Residual Network differ by their number of layers. For example, ResNet18, 

ResNet34, ResNet50, ResNet101, and ResNet152 which the number that comes after the name shows 

the number of parameter layers used for training the neural network [10]. In this paper, the researchers 

used ResNet34. In terms of architecture, it is basically the same as CNN, which consists of a 

convolutional layer, pooling layer, and fully-connected layer. The only thing that differentiates between 

CNN and ResNet34 architecture is the number of parameter layers which ResNet34 has 34 parameter 

layers while CNN only has 5 layers. 

 

Figure 8: ResNet34 architecture that consist of 34 layers. 
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3.2 Discussions 

In ResNet34, it uses IPython library which it is a better version of Python because Python is an 

open and general-purpose environment which means it is fairly basic to conduct a sophisticated task 

[11]. Advantages of using IPython can be seen at the early stage when importing libraries into the 

algorithm. By referring to figure 9 below, code used to import all necessary libraries are %reload_ext 

which serve the purpose of reloading the newest version of IPython, %autoreload 2 configuration will 

reload all modules every time before executing the Python code, and %matplotlib inline will ensure that 

the matplotlib library to “communicate” bilateral with the coding which will render the figure in the 

notebook immediately after the coding has been executed. The symbol % before text indicates magic 

commands that are used for special features which the purpose of it is to enhance the IPython 

programming environment [12]. Next, importing image processing library to works with the ResNet34. 

Compared to CNN, it uses TensorFlow keras as the library in a neural network. In ResNet34, the 

researcher uses the Fast.ai V1 library. Fast.ai is a modern deep learning library that provides a high-level 

component that can rapidly and efficiently provide hi-tech results in a typical deep learning neural network 

[13].  

 

Figure 9: Modules and library used in constructing ResNet34 

 

Next, in terms of retrieving the datasets, it is fairly same method used in CNN and The researcher 

will be using the same sets of datasets for both training and testing datasets from previous CNN 

experiment which consists of 6633 images for training and 722 images for testing which each of it 

consists of both defect and OK images. 

Now, the researcher has enter a phase of training the model. A “learner” is a specific name for the 

model that is being trained. In IPython, it has a pre-trained model. To “engage” the pre-trained model or 

ResNet34 architecture, it is a simple single-line code as shown in figure 10 below. 

 

Figure 10: Code to “engage” the pre-trained model 

 

Once the architecture has been “engaged”, the fit_one_cycle technique is used to train the 

ResNet34 architecture. This technique is chosen due to its incredible performance in terms of speed 

and accuracy. To better understand this, it is like choosing suitable exercises/drills for a specific 

subject because not all efforts are suitable for all subjects. For example, to enhance mathematical 

skills is to do more exercises rather than more reading the formula. The pre-trained model yields 

99.58% accuracy. At this point, all layers except the last layer are read-only or called frozen. When the 

fit_one_cycle method is used on these frozen layers, the model is only trained for the unfrozen layer 

which is the very last layer that classify the images. The researcher will fine-tune the pre-trained model 

by unfreezing all these layers and simultaneously alter how the model classifies the images. Not only 

that but fine-tuning also covers the learning rate of the model. Based on figure 4.8 below, a new learning 
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rate has been set using the slice () function. After all, the modified pre-trained model undergoes training 

session again and yields 99.86%accuracy. 

 

 

Figure 11: Accuracy for pre-trained model (left) and fine-tuned model (right). 

 

Table 1: Comparison between CNN and ResNet34 

 CNN ResNet 34 

Algorithm 

 

Tedious Easier  

Image 

processing 

library 

 

Keras Fast.ai 

No. of epochs 25 Epoch 7 Epochs (4 Epochs for pre-trained 

model & 3 epochs for fine-tuned 

model) 

Run time 

 

36 minutes 8 minutes 

Accuracy 

 

99.72% 99.86% 

Misclassify 2 out of 722 images 1 out of 722 images 

 

 

4. Conclusion 

A company could not afford any misclassification of the end product as it will affect the company’s 

revenue and reputation. Thus, the purpose of this study was to identify defects of casting products by 

using machine learning called Convolutional Neural Network (CNN) in order to reduce the number of 

misclassification products and also to evaluate the performance of the CNN. For the performance 

evaluation of CNN, a comparison between CNN and other image classification techniques called 

Residual Network (ResNet34) has been done. 

The comparison between CNN and ResNet34 shows that ResNet34 gives the best performance 

between these two neural networks based on the six criteria that have been evaluated. It is proven that 

ResNet34 has a much simple way to create its algorithm as it has a pre-trained library which the only 

thing that needs to be done is to engage it by using only one-liner code. Whereas, in CNN the researcher 

needs to build the algorithm from scratch. In terms of accuracy, there is not much difference between 

ResNet34 and CNN which both accuracies yield 99.86% and 99.72%. All these advantages were due 

to ResNet34 being an updated version of CNN which was introduced in 2015. Based on the result 

achieved, it can be concluded that Residual Network (ResNet) has an advantage in image classification 

as it is straightforward to construct the architecture without compromising its results accuracy. 
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