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Abstract: Induction motors (IM) are one of the commonly used electrical machines 

in the industry because of its greatness in the performance. They face various stresses 

during operating conditions that lead of occurring unexpected faults. In order to avoid 

the risk of unexpected failures and to improve the performance of the induction motor, 

condition monitoring becomes necessary. Hence, condition monitoring of the 

machines has become a more important strategy in structural health monitoring 

(SHM) research. Therefore, the aim of this study is to perform fault analysis of the 

induction motor and to study the failure identification techniques. The analysis for 

fault identification is categorized into two significant main components, which are 

feature extraction and prediction of the error. The first is used to extract the data from 

the signal and used to make prediction for the error in the IM. This paper uses a 

combination between Empirical Wavelet Transform (EWT) and Linear Regression 

(LR), in order to develop effective strategic method for detection and prediction using 

programming code in MATLAB software. The wavelet filter bank is created by EWT 

in order to extract the amplitude modulated-frequency modulated component of 

signal. The time domain features (TDFs) are then added to the reconstructed signal to 

extract the fault features. Then, it be the data for LR to developed and categorize the 

error and coefficient of induction motor faults. Table 1 shows the coefficient of 

determination, R2 for bearing fault. As observed from Table 1, R2 for the spectral 

kurtosis is 0.9955, for spectral crest factor is 0.9967 and for spectral entropy is 0.9986. 

The coefficient of determination is quite similar for the various features but in details, 

the coefficient of entropy is higher which is almost closed to ideal value of 1. It 

indicated an excellent coefficient if the value of R2 is close or same value with 1. The 

experimental results indicate that, under various condition, the techniques can reliably 

extract and diagnose the IM fault. In addition, the efficiency of the EWT and LR 

indicates the superiority of the techniques suggested.  

 

Keywords: Induction Motor (IM), Feature Extraction, Empirical Wavelet 

Transform (EWT), Linear Regression (LR), Time Domain Features (TDFs) 
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1. Introduction 

Three phase induction motor is the most important electrical equipment and widely used in the 

industry. It is more popular in industry since it can be used in many applications due to the 

uncomplicated structure, low maintenance cost and easy to control, as well as high reliability [1]. The 

importance of induction motor is proved by the fact that all factories require machinery in their 

manufacturing processes.  

Despite the high reliability of the induction motor, there is still a possibility that the induction motor 

may have failures. The occurrence of motor faults might be due to mechanical and electrical stresses. 

There are numerous faults that occurred in the induction motor such as bearing faults, air-gap 

eccentricity, broken rotor bar, and the stator short winding. Some researchers have made an outcome 

that 30.00 -40.00 % of all reported failures in the stator or armature triggered by shortening of the stator 

winding phase and 5.00 -10.00 % failure in the split rotor bar and/or end ring fault [2]. The occurrence 

of these faults in the induction motor will degrade its performance and can lead to the destruction of the 

motor. 

In finding an efficient and reliable fault diagnostic technique of an induction motor, numerous 

method can be proposed, where some of the method are the model based, signal based and smart method 

[3]. We can refer to Supervised Learning algorithm in which smart method that called as Regression 

Learning. Due to its simplicity and widespread use in the past for related topics, linear regression has 

been chosen as the method used in this research to predict the validity and precision of extracted features 

from faulty and normal signal of an induction motor. Linear regression is a way to predict a dependent 

variable’s relationship to one or more independent variables [4]. The linear regression helps to map 

numeric inputs to numeric outputs and fitting well a line into the data points and predicted the 

continuous quantity. The root means square error (RMSE) and the coefficient of determination are 

calculated in order to determine the amount of error within the model [5].  

In this study, the main target is to apply the EWT and linear regression technique in detecting and 

predicting the induction motor fault. The effectiveness of extracted features is analyzed from Empirical 

Wavelet Transform (EWT) based on Root Mean Square Error (RMSE) and the coefficient of 

determination (R2) from Linear Regression algorithm. The proposed algorithm is developed and analyze 

via MATLAB/Simulink environment.  

This project focuses on collecting the raw data of the bearing faults of a three-phase induction motor 

that include of vibration signal. Then, the data will be decomposed using EWT algorithm, and the signal 

be the inputs for the feature extraction in time domain which was developed using MATLAB/Simulink 

software. This research target on the detection and evaluated root mean squared error (RMSE) with the 

coefficient of determination to quantify the error in the induction motor. 

2. Literature Review 

2.1 Induction Motor Fault 

While induction motors are dependable electric machines, they are easily affected to many types of 

faults, include inter-turn short circuits in stator windings, broken rotor bars, bearing failures and rotor 

eccentricities. These failures can give effect on induction motors include unbalanced stator voltages and 

currents, torque fluctuations, reduced performance, overheating, excessive vibration and reduced torque 

[6]. Reportedly, nearly 40.00 % of total machine failures are due to bearing failure and the rates of 

failure for stator are reported as 47.00 %, for rotor failures as 5.00 %, for carriage defects as 32.00 % 

and for other defects as 16.00 %.  

2.2 Vibration Monitoring Technique 
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There are several condition control methods that have been utilized but the oldest tracking method 

is vibration control. Since it is a precise and reliable tool for a machine health control measure, it is 

commonly used to identify bearing defects or mechanical imbalances. Vibration signals have non-

deterministic and non-stationary properties that may render this vibration signal more effective in 

determining the motor condition of the induction and assessing the overall protection of a rotor device. 

Hence the induction motor vibration signal is used to distinguish between defective data and regular 

data. Researchers then used this vibration for fault detection and vibration feature to diagnose different 

faults in a very efficient way, in specific bearing faults, rotor eccentricities, gear faults and unbalanced 

rotors [6]. 

2.3 Time Domain Feature Extraction Analysis 

The time-domain feature is based on waveform time-signal statistical aspects. The most frequently 

used features in time domain analysis include Root Mean Square (RMS), Crest Factor, Skewness, 

Kurtosis, Variance, and Standard Deviation. RMS is effective in time-domain applications but failing 

components can't be evaluated and the machinery fault not well understood. However, it has the ability 

to determine any fault with imbalances, particularly in rotating equipment [7]. Meanwhile, the crest 

factor (CF) will give the percentage of the peak of an input signal to the RMS stage and will be useful 

for detecting changes in the frequency of the impulses. Instead, in comparison to a normal distribution, 

kurtosis would provide the check for whether the data is elevated or smooth. However, there are still 

disadvantages which is lack of noticeable signs of faults especially while being a fault at an early stage 

and which is one of the limitations of the time domain features extraction technique. The technique may 

be successful when features of short duration are removed from the signal.  

2.4 Empirical Wavelet Transform 

The Empirical Wavelet Transform (EWT) is introduced to improve the accurate diagnosis rate. 

EWT is a technique of complete adaptive sub-band decomposition based on the maximum of given 

signal f(t) under the framework of wavelet transform theory. According to Gilles, he suggested this 

strategy to acquire adaptive wavelets capable of detecting and removing signal components from AM-

FM [8]. The key idea is to use a fitting wavelet filter bank to extract the vibration signal modes. The 

Fourier frequency spectrum is normalized and divided into the number of intervals in the EWT process, 

then the closely supported orthonormal wavelet base is constructed directly at each interval [9]. The 

segmentation operation on the Fourier spectrum is then the critical step in making the wavelet adaptable 

to the signal.  

2.5 Linear Regression  

Nowadays, the regression learning has been applied in numerous areas. It is also widely used on 

forecasting and finding out cause and effect relationship between variables. According to Stanton by 

Sir Francis Galton, the regression theory was first popularized in the 19th century [9]. The analysis of 

regression system mostly contrasts based on the number of independent variables and the variety of 

relation between the independent and dependent variables. The utilization of the Linear Regression 

method is very easy to use and make it easily implement the regression method when the relationship 

of two variables had been identify. Then, the best fit line, which is used in prediction can be developed 

after performing linear regression. The output in the scatter graph of the linear regression that will show 

the best fit line. The simulation results will represent the root mean square values (RMSE) and the 

coefficient of determination in order to determine the error in the induction motor. 

3. Methodology 

The implementation of the feature extraction and prediction algorithm are based on the coding that 

created in MATLAB environment. Basically, this project consists of two main algorithms, which are 
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features extraction algorithm and features prediction algorithm. Detail explanation on the stated 

algorithm will be explained in subtopic 3.1 to 3.4. 

3.1 Flowchart of the overall systems  

The process for the diagnosis techniques begins with the flowchart which is the step-by-step method 

that necessary for resolving the problem. By using this diagnosis technique, it was able to show the 

process flow in order to determine the error and solved the problem. The flowchart for the overall motor 

fault diagnosis techniques is shown below: 

 

Figure 1: Flowchart of motor fault diagnosis techniques 

The simulation was implemented by using MATLAB/Simulink software and the techniques above 

can be summarized as follows:  

Step 1: Collecting the real signal database of vibration and current signal of the induction motor faults. 

The signal will be analyzed on two different states (healthy and faulty) in order to improve the input 

data.  

Step 2: The original signal is decomposing into some band-pass frequencies using Empirical Wavelet 

Transform (EWT). After that, by calculating the kurtosis value, spectral entropy and crest factor, the 

signal is reconstructed from the significant modes. 

Step 3: The time domain analysis is used to extract the health status of the faults in the induction motor 

for the reconstructed signal. Next, the features will split to the data testing with data training and it is 

selected to be the inputs for this system. 
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Step 4: After the selected features be the input, the linear regression functioned to determine the root 

means square error and the coefficient of determination based on the plotted linear regression graph 

under different features. 

 

3.2 Features extraction using EWT 

EWT is a new adaptive wavelet transform capable of decomposing a time series signal x(t) into 

adaptive time-frequency sub-bands according to its contained frequency information. This provide an 

adaptive wavelet with respect to the analyzed signal; the segmentation of the signal is an important step 

in the EWT. It can be performed either manually or by means of the Fourier spectrum. Figure 2 shows 

the basic construction for the EWT.  

 

Figure 2: EWT basic construction [10] 

The empirical scaling function to approximate the low-pass wavelet filter coefficients according 

to the following equation below and it is defined in accordance with the idea used in deriving the 

Meyer wavelet [10]. 
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𝑤𝑓
𝑒(𝑛, 𝑡) = 𝐹−1(𝑥(𝜔)𝛹𝑛(𝜔))                                                                                                           Eq. 3 

 

𝑤𝑓
𝑒(0, 𝑡) = 𝐹−1(𝑥(𝜔)Ø𝑛(𝜔))                                                                                                          Eq. 4 

For this purpose, each signal is decomposed into the 9 modes with the help of EWT like as shown 

in Figure 3 below. The selected modes are used for calculating the kurtosis, crest factor and entropy 

values. Kurtosis are calculated by the fourth modes value from the EWT, while crest factor from sixth 
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modes and entropy from fifth modes. Hence, the features indicator is used to reconstruct the signal and 

the envelope spectrum is applied for diagnosing the fault. 

 

Figure 3: Flowchart of EWT technique 

3.3 Feature prediction using Linear Regression 

According to Stanton by Sir Francis Galton, the regression theory was first popularized in the 19th 

century [14]. The analysis of regression system mostly contrasts based on the number of independent 

variables and the variety of relation between the independent and dependent variables. The utilization 

of the Linear Regression method is very easy to use and make it easily implement the regression method 

when relationship of two variables had been identify. With the using feature that extracted by EWT and 

TD analysis, the output in the scatter graph of the linear regression will show the fit line between 

measured values and the target values. Then, the best fit line, which is used in prediction will represent 

the root mean square error values (RMSE) and the coefficient of determination in order to determine 

the error in the induction motor. 

3.4 Numerical equations for extracted features  

To extract the data of the signal from various states, the analytical features are calculated using the 

equations below. 

Entropy = −∑𝑝 log (𝑝)                                                                     Eq. 5 
                                             

Kurtosis = 
𝐸(𝑥−𝜇)4

𝜇4
                                                                          Eq. 6 

 

Crest factor = 
𝑚𝑎𝑥|𝑥(𝑛)|

𝑅𝑀𝑆
                                                                    Eq. 7 

 
4. Results and Discussion 

The simulation is purposely to find the performances of the fault detection system with the 

comparing RMSE values and R2 values for different features. The simulation results are based on the 
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working process for the fault diagnosis system according to the programming code in the MATLAB 

software. 

4.1 Data description 

Figure 4 and 5 below show the raw signal collected from induction motor at healthy and faulty data 

of bearing signal that was processed. Both graph signals below show in form of acceleration versus 

time.  

 

Figure 4: The induction motor signal for healthy bearing condition 

 

Figure 5: The induction motor signal for faulty bearing condition 

4.2 Condition monitoring 

The Empirical Wavelet Transform are used in this paper to decompose the original signal into 

several band-pass frequencies (modes). As can be seen from Figure 6, it shows the same set of EWT-

processed raw signals with the number of component modes is 9 and appear completely distinguishable 

from each other.  
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Figure 6: The extracted modes of the signal using EWT 

In order to validate the effectiveness of the EWT system for simulated signal processing, the 

decomposed signals are reconstructed by calculating the kurtosis value, crest factor and entropy values, 

respectively. The reconstructed signal is shown in Figure 7. 

 

Figure 7: Reconstructed signal for bearing faults 

As can be seen in Figure 7 above, it shows the clear extended excursion and to take a closer look 

based on the spectral graph for kurtosis, crest factor and entropy. Based on the graph, it is observed that 

the amplitude of the signal has its own significantly impulsiveness in different features and it allowing 

the fault signature easily captured by spectral diagram. 

4.3 Prediction technique 

As regression analysis is selected as the technique to construct the defect prediction, the fault 

bearing data collected are functional in the decomposed and reconstructed signal. Then, the selected 

features values from the Kurtosis, Crest Factor and Entropy are plotted in the scatter graph to show the 

best fitted line. However, Figure 8 to 10 shows that linear regression graph for Kurtosis, Crest Factor 

and Entropy in form of testing data vs expected values.  
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Figure 8: Actual and fitted Kurtosis 

 

Figure 9: Actual and fitted Crest Factor 

 

Figure 10: Actual and fitted Entropy 

As can be seen in Figure 8 to 10 above, it seems that there is linear regression graph trend between 

the measured data and the target data. Based on all three results as represented from Figure 8 to 10, all 

the fitted line looked similar but the linear regression graph for entropy are show that the measured data 

more accurate with the target data compared to other features. This is because linear regression tries to 

find a straight line that best fits the data. However, it proved by the regression graph is not in a straight 

line and the scattered points of the plot are not closely with the line, it means that there is much error or 

that the error is high.  
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Table 1: RMSE and R2 values in linear regression 

 Spectral Kurtosis Spectral Crest Factor Spectral Entropy 

RMSE 12.8630 7.9574 7.2047 

R2 0.9955 0.9967 0.9986 

 

The performance of the detection and prediction is measured using the comparison between Root 

Mean Square Error (RMSE) and the coefficient of determination (R2) in the Table 1. Table 1 shows the 

overall performance of RMSE values and R2 values for bearing fault. While, it also shows the coefficient 

of determination, R2 for bearing fault in the various features. As observed from Table 1, it is show that 

the RMSE were recorded and the spectral kurtosis is 12.8630, 7.9574 is for spectral crest factor and 

7.2047 is for spectral entropy. It is show that RMSE for entropy is much better for the system. The 

coefficient of determination is quite similar for the various features but in details, the coefficient of 

entropy is higher which is almost closed to ideal value of 1. It indicated an excellent coefficient if the 

value of R2 is close or same value with 1. 

5.  Conclusion 

An effective methodology was presented to diagnose the bearing faults in a three-phase induction 

motor based on EWT and linear regression. This paper proposes are comparative study of different 

features extracted for fault prediction in the induction motor. Fault detection techniques consist of 

decomposing signal in EWT and reconstructed by calculating the kurtosis, crest factor and entropy. 

While, fault prediction using statistical and machine learning methods such as linear regression was 

carried out by programming code in MATLAB environment. Table 1 shows that the RMSE and R2 can 

be obtained better in fault prediction. It can be observed that the spectral entropy are the most effective 

features in determining the RMSE and R2. It can be concluded from the linear regression analysis that 

the techniques appear to be more useful in predicting faults. However, it also proved by the regression 

graph that show the best fit in a straight line and the scattered points of the plot.  
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