
 

PROGRESS IN ENGINEERING APPLICATION AND 
TECHNOLOGY  
e-ISSN: 2773-5303 
 
 

PEAT 

Vol. 5 No. 1 (2024) 369-377 
https://publisher.uthm.edu.my/periodicals/index.php/peat 

   
 

© 2024 UTHM Publisher.  
This is an open access article under the CC BY-NC-SA 4.0 license. 

 

 

Optimization of Permutation Flowshop Scheduling 
Problem (PFSP) Using First Sequence Artificial Bee Colony 
(FSABC) Algorithm 

Lailatul Fikri Razali1,  Azli Nawawi*1 

1  Department of Mechanical Engineering Technology,  

University Tun Hussien Onn Malaysia, Hab Pendidikan Tinggi Pagoh, KM1, Jalan Panchor, 

Muar, Johor, 84600, Malaysia 

 
*Corresponding Author: azle@uthm.edu.my 
DOI: https://doi.org/10.30880/peat.2024.05.01.039 

Article Info Abstract 

Received: 26 December 2023 
Accepted: 18 January 2024 
Available online: 15 June 2024 
 
 
 
 
 

The flowshop is a widely used production system, with efforts to 
enhance its functionality. Employed Bees and Onlooker Bees are two 
key components of this system. Employed Bees are a type of bee that 
are used to produce honey, while Onlooker Bees are used to produce 
honey. The flowshop uses NEH heuristics, which are heuristics used to 
find superior results. This study aims to improve NEH by using an 
improved version of the slow-to-converge Artificial Bee Colony (ABC) 
method. The Total Greedy method (5+0+0 & 10+0+0) was chosen for 
Employed Bees and Onlooker Bees, and the First Sequence Artificial Bee 
Colony (FSABC) was proposed. The study compared the performance of 
NEH, ABC, and FSABC, revealing that FSABC may achieve the required 
results, but ABC often produces inconsistent results and inferior data. 
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1. Introduction 

Operations research has extensively explored the well-known problem of flowshop scheduling, employing 
various approaches such as heuristics, metaheuristics, and precise algorithms to address this issue [1]. Genetic 
algorithms and exact algorithms are advanced algorithms used in big situations, but they may be slow and not 
suitable for all scenarios [2]. 
       Derviş Karaboga introduced the Artificial Bee Colony (ABC) optimization, a metaheuristic algorithm based 
on honeybee foraging behavior. ABC aims to create a multi-agent system, a colony of artificial bees, capable of 
solving combinatorial optimization problems, exhibiting partial similarities and differences from natural bee 
colonies. However, this method got slow to converge the results and took a long time to produce it [3]. 
        There are three main objectives of this research study which are to develop the coding for Permutation 
Flowshop Scheduling Problems (PFSP). Next, is to develop the coding for the First Sequence Artificial Bee Colony 
(FSABC) algorithm for optimizing PFSP and the last is to assess the performance of FSABC algorithm against the 
current ABC algorithm in the context of optimizing PFSP. 
 
 
 
 



Progress in Engineering Application and Technology Vol. 5 No. 1 (2024) p. 369-377 370 

 

 

2. Methodology 

This research study uses a new ABC algorithm which was conducted in Microsoft Excel VBA. Then the new ABC 
algorithm which is First Sequence Artificial Bee Colony Algorithm will be validated with NEH as the benchmark 
for the performance test. This research study will also compare the performance and improvement between 
normal ABC and FSABC. Taillard, 1993 datasets have been used to look consistent with other studies in the same 
field. 

2.1 Investigate the current ABC 

The research initiates with the ABC algorithm's initialization step, where the system generates initial food 
sources. This step continues iteratively until a stopping mechanism is met. Scout bees handle the startup step, 
setting the trial counter (TC). The three main phases—Employed Bee (EB), Onlooker Bee (OB), and Scout Bee 
(SB)—are executed. Employed bees search for food sources within defined regions, starting from an initial 
solution. The algorithm operates in the PFSP, altering the work sequence in the flowshop, using job 
rearrangements to create a flowshop job arrangement instead of numerical values. 
 
 

 
(a) 

 
(b) 

 
Fig. 1 (a) The method for swapping job locations in the flowshop scheduling;  

(b) The insert method between jobs 
 

     The selection process involves onlooker bees (OB) and employed bees (EB) identifying food sources based on 
their characteristics. OB's input includes fitness value and mapping computation. After the selection process, OB 
generates new neighbors using the same method as EB, favoring high-quality sources. In ABC, if there is no 
improvement in the values after a predefined number of trials, the bees will forsake the food source. The system 
will reject the low-quality food sources before releasing the scout bees (SB) to look for other food sources. 

2.2 Development of Excel VBA Program & Greedy Variation of locations for OB. 

The research developed Excel VBA coding for ABC, dividing it into two sections: Employed Bees (EB) and 
Onlooker Bees (OB). The EB section manages employed bees' behavior, generating random insert operations 
within specified ranges and storing the best solution found. It updates the solution's fitness measure if 
improvements are made. Similarly, the OB section controls onlooker bees, generating random insert operations 
and checking differences but does not explicitly store or update the best solution found. The study employed a 
variation for onlooker bees' locations, using 10 bees for 20 jobs and 5 machines, and 20 bees for 50 jobs and 5 
machines. Initially, the system created a random solution, with employed bees seeking improvements by 
adjusting work sequences, using the first task as a fixed reference point. 

2.3 Development of First Sequence Artificial Bee Colony (FSABC) Heuristic 

The study utilized the original ABC method, with significant adjustments made to the original answer. These 
modifications aim to accelerate convergence and identify areas with high-quality solutions. The First Sequence 
Artificial Bee Colony (FSABC) approach was used to promote the bee population and provide high-quality 
solutions. The ABC algorithm was adapted to study high-quality solutions using the first job sequence strategy 
and the NEH layout solution. This approach helps identify areas with high-quality solutions faster than the 
original ABC algorithm. 
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Fig. 2 The option of employing a first job sequence method 
 

 The pseudocode for the First Sequence Artificial Bee Colony (FSABC) algorithm involves initializing 
parameters and a population. It evaluates solutions, iterates through cycles, using employed and onlooker bees 
to generate, evaluate, and select the best solutions. It replaces abandoned solutions with scouts, memorizes the 
best solution, and refines it using a job sequence approach. This iterative process continues until reaching the 
maximum cycle number (MCN). The algorithm aims to optimize solutions by refining them through various bee-
inspired mechanisms and memorizing the best-found solution. 

2.4 Validation Stage 

The NEH method was used as the performance benchmark, while comparing the standard ABC and FSABC 
approaches. Datasets from Taillard (1993) were utilized to align with prior research, showcasing a subset in 
Figure 3. These data scopes by E. Taillard (1993) typically outline dataset characteristics in this section. 

i. Twenty jobs, five machines (20J5M). 

ii. Fifty jobs, five machines (50J5M). 

 

 

(a) 

 

(b) 

Fig. 3 (a) The sample of datasets from (Taillard, 1993) for 20 Jobs 5 Machines;  
           (b) The sample of datasets from (Taillard, 1993) for 50 Jobs 5 Machines 

 

The 20J5M requires five employed bees (EB) and five onlooker bees (OB). In the 50J5M, there are ten employed 
bees (EB) and ten onlooker bees (OB). 

 

Table 1 The total number of EB and OB for each flowshop configuration (Colony Size) 

Flowshop Setting No. of Employed No. of Onlooker Trial Counter Iteration Limit 
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Bees (EB) Bees (OB) 

20 jobs 5 machines 5 5 10 

500 

1000 

2000 

50 jobs 5 machines 10 10 20 

500 

1000 

2000 

 

2.5 Performance Assessment of FSABC Heuristic against ABC Algorithm 

The percentage improvement achieved by the FSABC algorithm over the NEH algorithm is calculated using the 
formula: 

 

(1) 

 
 The equation measures FSABC's efficiency compared to NEH, showing the percentage improvement or 
deviation in solution quality. This same equation applies to assess ABC's improvement based on NEH, using their 
solution qualities accordingly. 

2.6 Generating Charts 

This study compares the outcomes based on two parameters which is The Makespan Value and The Percentage 
of Improvements over the Standard ABC Algorithm. Microsoft Excel spreadsheets are used to create and arrange 
the findings. The author will produce the chart using Microsoft Excel spreadsheets when it has been generated 
and structured methodically. Microsoft Excel is the simplest and most straightforward way to construct charts 
from data. 
 The Design of Experiments (DOE) approach is used in the study to illustrate the behaviour of all elements 
(parameters) and responses (outcomes). 

3. Results and Discussion 

This section presents study results using tables and charts, detailing FSABC advancements in each phase. 
Taillard Benchmark datasets were used for comparability. VBA in Ms Excel facilitated the trials, while the 
experiment data was statistically analyzed using Ms Excel. The author segmented the findings into sections such 
as Performance Comparison and Performance Statistics for each job and iterations (Validation Stage), aligning 
with the research goal of FSABC development. 

3.1 Analysis for 50 jobs 5 machines 

The following figure displays the makespan values for ten datasets, featuring three competitors (NEH, FSABC, 
and ABC) across iterations of 2000, 1000, and 500. Currently, NEH stands as the top performer and serves as the 
primary benchmark for comparison. Subsequently, the datasets are converted into a percentage to showcase 
improvements concerning NEH. Each adversary is visually compared with NEH to illustrate their respective 
performances. A positive value indicates a superior makespan compared to NEH, while a negative value suggests 
the opposite. 
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(a) 

 

(b) 

 

(c) 

 
Fig. 4 (a) Time Series Plot of Makespan Values for all datasets for 2000 iterations;,  (b) Time Series Plot of 
Makespan Values for all datasets for 1000 iterations; (c) Time Series Plot of Makespan Values for all datasets for 
500 iterations; 

 

 The graph shows in Fig.4 that although the patterns in each technique are similar, the values on the line 
plots for FSABC and NEH are almost the same in 2000, 1000 and 500 iterations. The close equivalence of the 
FSABC is reassuring, since the NEH is the main benchmark used in this comparison. A closer look reveals that 
datasets 7 and 8 perform better than NEH & ABC (refer to Fig. 4). This is quite beneficial to the author because 
the study's results indicate a somewhat better picture than that of ABC and NEH. 
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(a) 

 

(b) 

 

(c) 

Fig. 5 (a) Time Series Plot of Percentage of Improvement (Comparison with NEH) 2000 iterations; (b) Time Series 
Plot of Percentage of Improvement (Comparison with NEH) 1000 iterations; (c) Time Series Plot of Percentage of 
Improvement (Comparison with NEH) 500 iterations; 

 
 The negative value in Fig. 5 above indicates that ABC appears to be performing the worst, with its 
makespan value surpassing NEH's value for 2000, 1000 and 500 iterations. When compared to FSABC, all 
datasets exhibit the same performance level thus far. Slightly better performance is displayed by FSABC. As 
previously, the graphic demonstrates that FSABC is superior to ABC. 

3.2 Analysis for 20 jobs 5 machines 

The figure displays makespan values for ten datasets comprising three competitors (NEH, FSABC, and ABC), 
each involving 20 Jobs and 5 Machines. NEH remains the main benchmark due to its superior performance. The 
datasets are then converted into a percentage representing improvements relative to NEH. Visual comparisons 
are made with NEH, where positive values indicate superior makespan, and negative values suggest the 
opposite. 
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(a) 

 

(b) 

 

(c) 

Fig. 6 (a) Time Series Plot of Makespan Values for all datasets 2000 iterations;   (b) Time Series Plot of Makespan 
Values for all datasets 1000 iterations; (c) Time Series Plot of Makespan Values for all datasets 500 iterations; 

 

 The figure illustrates that although every method presents a comparable pattern, the values on the line 
plots for NEH, FSABC, and ABC is almost the same for 2000, 1000 and 500 iterations. The close equivalence of 
the FSABC is reassuring, since the NEH is the main benchmark used in this comparison. After more examination, 
datasets 3rd, 5th, 7th, and 9th show that FSABC performs better than NEH & ABC (refer to Fig. 6). This is quite 
beneficial to the author because the study's results indicate a somewhat better picture than that of ABC and 
NEH. 

 

 

(a) 

 

(b) 
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(c) 

Fig. 7 (a) Time Series Plot of Percentage of Improvement (Comparison with NEH) 2000 iterations; (b) Time Series 
Plot of Percentage of Improvement (Comparison with NEH) 1000 iterations; (c) Time Series Plot of Percentage of 
Improvement (Comparison with NEH) 500 iterations; 

 

 Fig. 7 shows that, out of all the data, FSABC produced the best results for 2000, 1000 and 500 iterations. It 
is far more effective than ABC. The figures show a significant percentage improvement, with the ABC having the 
poorest set of percentage errors and data 3rd having a greater percentage value than the others. This is because 
ABC's slower convergence problem makes it take longer for the system to provide high-quality outputs.  
The chapter details performance comparisons and statistics during each work iteration (Validation Stage). 
Emphasizing the importance of balancing exploration and exploitation, it highlights the reliability of the ten-
cycle setting with lower error percentages. It explores parameters like bee positions, cycles (TC), and iterations, 
favoring the 5+0+0 & 10+0+0 (Total Greedy) approach. More iterations generally yield better outcomes but 
result in longer runtimes. Comparing FSABC with NEH and ABC in the validation stage reveals FSABC's 
contradictory yet mostly superior performance. The study's resolution of ABC's convergence issue supports 
these findings. 
 

4. Conclusion 

The study proposes an enhanced ABC algorithm, FSABC, addressing scheduling issues in industrial systems. 
Divided into three primary parts, the research aims to improve the original ABC's convergence speed. The 
FSABC heuristic is developed using Greedy bee characteristics within Microsoft Excel VBA. It employs a swap 
and insert mechanism to optimize PFSP, focusing on NEH layout solutions. 

 The study extensively compares NEH, ABC, and FSABC performances using Taillard Benchmark datasets. It 
highlights that increased iterations lead to better outcomes, but longer runtimes. The "5+0+0 & 10+0+0" 
technique is noted as most effective, concentrating bees on optimal solutions. FSABC shows notable 
improvement over ABC, yet its results remain inconsistent compared to NEH, emphasizing the significance of 
small improvements for overall production. The study's resolution of ABC's convergence issue supports these 
conclusions. 
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