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Abstract: Unemployment has become one of the most vital challenges to the 

economy in most of the developed and developing countries, along with the socio-

economic problem. Generally, the unemployment rate is the key element to measure 

whether a country is doing a good job of achieving productive employment or not. 

The previous studies mainly focused on forecasting quarterly and yearly 

unemployment rates by using Simple Exponential Smoothing, Holt’s Linear Trend 

and ARIMA model. Yet, there are not many studies that focus on forecasting the 

monthly unemployment rate in Malaysia. Consequently, this study aims to compare 

the best model among the Naïve model, Holt’s Linear trend model and the Box-

Jenkins model for forecasting the monthly unemployment rate in Malaysia. The 

results revealed that the Naïve model was the best model with the lowest error rates 

of Mean Square Error (MSE), Mean Absolute Deviation (MAD) and Mean Absolute 

Percentage Error (MAPE). The forecast value for 3 months ahead unemployment rate 

was found to be 3.3%.   
 

Keywords: Unemployment Rate, Forecasting, Box-Jenkins, Holt’s Linear Trend, 
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1. Introduction  

Unemployment has become one of the most vital challenges to the economy in most of the 

developed and developing countries, along with the socio-economic problem. It is also a main 

macroeconomic indicator that indicates the state of a country’s equilibrium and serves as a barrier to 

social growth [1]. Generally, the unemployment rate is the key element to measure whether a country 

is doing a good job of achieving productive employment or not. The unemployment rate is not always 

constant along the time due to many macroeconomic variables affecting it. It is necessary to keep 

exploring a new and accurate forecasting model over time and time to forecast the monthly 

unemployment rate. Forecasting is significant in a variety of fields of concern such as finance and 
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accounting, economics, marketing and business in predicting the direction of future trends. Time series 

is one of the quantitative forecasting methods which is based on past data, make use of statistical 

analysis and forecasting model.  Forecasting the unemployment rate is critical for policymakers to plan 

and strategize before time to avoid the persistent rise in unemployment levels. 

The previous study mainly focused on quarterly and yearly data of forecasting the unemployment 

rate. There are only a few studies that focus on forecasting the monthly unemployment rate. Yet, there 

are not many studies that focus on using the ARIMA model to forecast the monthly unemployment rate 

in Malaysia. According to [1], many researchers found a disadvantage of the ARIMA model because 

they ignore the inclusion of explanatory variables and conduct the forecast solely on previous values of 

the dependent variable along with the past and present moving average terms.  

A study done by [2] implied that Simple Exponential Smoothing was the ideal model to forecast 

the overall monthly unemployment rate in the year 2016. The Naïve method was one of the forecasting 

methods applied by [3] in forecasting the unemployment rate in Poland. Naïve method performs better 

when there is no drastic change in the series of forecast variables. Naïve method is widely used as the 

benchmark method for measuring forecast accuracy [4]. One of the researchers suggested Holt’s linear 

exponential smoothing method to forecast the monthly unemployment rate in Romania [5]. This was 

due to the exponential smoothing model reacting more quickly to the change in the patterns of data as 

compared to others. ARIMA model was studied by [6] in forecasting the yearly unemployment rate in 

South Sulawesi and the result showed ARIMA (1,2,1) to be a suitable forecasting model due to smaller 

MSE. 

The objective of this study is to build the Naïve model, Holt’s Linear Trend model and Box-

Jenkins model for modelling the monthly unemployment rate in Malaysia. Besides, this study aims 

to compare the performance of all the forecasting models based on MSE, MAD and MAPE. This 

study also targeted to forecast 3 months ahead on unemployment rate in Malaysia using the best 

model chosen.  
 

2. Methodology 

The materials and methods section, otherwise known as methodology, describes all the necessary 

information that is required to obtain the results of the study. 

2.1 Research Framework 

 

This process started with data collection. The data collected were the monthly unemployment rate 

from January 2010 to December 2019 which was sourced from the Department of Statistics Malaysia 

(DOSM) website. Data analysis was firstly started by visualizing the plotted graph of unemployment 

rate data to observe any consistent pattern. The graph showed there was a trend and no seasonality in 

the data. Then, non-seasonal models which were the Naïve model, Holt’s Linear Trend and Bos-Jenkins 

model were implemented in this study. The best forecasting model was selected based on smaller error 

measures such as MAD, MAPE and MSE and it would be used to forecast 3-months ahead on the 

unemployment rate in Malaysia. 
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Figure 1: Framework for proposed forecasting time series process 

2.2 Mann Kendall Trend test 

Mann Kendall Trend test is a non-parametric test, which is also called Kendall’s tau test. It is a test 

that is used to indicate whether the data sets consist of a trend pattern or not. This test is commonly used 
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since it does not need any assumptions about the data being evaluated. The Mann Kendall test is based 

on the null hypothesis, which states that no trend exists and this is verified against the alternative 

hypothesis, which assumes that there is a trend pattern [7]. Mann Kendall Trend, S is calculated by 

using Equation 1. 

𝑆 = ∑ ∑ 𝑠𝑔𝑛(𝑥𝑗 − 𝑥𝑘)

𝑛

𝑗=𝑘=1

𝑛−1

𝑘=1

             𝐸𝑞. 1 

where 𝑥𝑗 and 𝑥𝑘 are sequential data value and j greater than k, n is the length of dataset 

𝑠𝑔𝑛(𝑥𝑗 − 𝑥𝑘) = {

+1;     𝑖𝑓(𝑥𝑗 − 𝑥𝑘) > 0

0;       𝑖𝑓(𝑥𝑗 − 𝑥𝑘) = 0

−1;    𝑖𝑓(𝑥𝑗 − 𝑥𝑘) < 0

 

2.3 Naïve Method 

The naïve method is a technique that used previous periods of data to forecast for the next period, 

without any adjustments to identify casual variables. It is only used to compare forecasts with more 

advanced forecasting techniques. The equation of the naïve method is as below.  

 

𝑦𝑡−1 = 𝑌𝑡                       𝐸𝑞. 2 

 
where 𝑌𝑡 denoted as forecast at time 𝑡 and 𝑦𝑡−1 denoted as actual data at time 𝑡−1. It is often used as a 

benchmark for comparing more complicated methods due to its simplicity. This method can be quite 

well in future forecasting of the financial and stock market. This can be explained when a time series is 

a random walk, the naïve forecasts are optimal. 

 

2.4 Holt’s Linear Trend Method 

Holt’s Linear Trend is also known as double exponential smoothing, which is the extension of simple 

exponential smoothing. It allows the forecasting of data with trend patterns. This approach included a 

forecast equation and two equations for smoothing as follow:  

Forecast equation:   ŷ𝑡+ℎ|𝑡 = ℓ𝑡 + ℎ𝑏𝑡                                          𝐸𝑞. 3 

Level equation:    ℓ𝑡 = 𝛼𝑦𝑡+(1 − 𝛼)(ℓ𝑡−1 + 𝑏𝑡−1)               𝐸𝑞. 4 

Trend equation:    𝑏𝑡 = 𝛽(ℓ𝑡 − ℓ𝑡−1) + (1 − 𝛽)𝑏𝑡−1           𝐸𝑞. 5 

where:  

𝑙𝑡 denotes as estimate of level of the series at time 𝑡  

𝑏𝑡 denotes as estimate of trend of the series at time 𝑡  

𝛼 denotes as smoothing parameter for level  

𝛽 denotes as smoothing parameter for trend 

2.5 Box-Jenkins Method 

Box-Jenkins are also known as Auto-Regressive Integrated Moving Average (ARIMA) model. 

ARIMA model is an approach that is the combination of autoregressive (AR) model and moving 

average (MA) model. The weighted moving average over previous observations is known as 

autoregressive (AR). Integrated (I) is a linear or polynomial pattern while Moving Average (MA) is a 

weighted moving average over past errors. It is also a model for non-seasonal series. ARIMA (p, d, q) 

model is formed with the combination of three model parameters AR(p), I(d) and MA(q) where p, d, q 
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denotes as the order of autocorrelation, degree of differencing involved and order of moving averages. 

The formula of the ARIMA model can be expressed in Equation 6: 

φp(𝐵)(1 − 𝐵)𝑑𝑦𝑡 = θ𝑞(𝐵)𝑒𝑡                𝐸𝑞. 6 

 

where:  

φp(𝐵) is a stationary AR operator 

θ𝑞(𝐵) is an invertible MA operator  

(1 − 𝐵)𝑑𝑦𝑡 is 𝑑𝑡ℎ difference and 𝑒𝑡 is residual value at period t. 

2.6 Performance Measures 

2.6.1 Mean Absolute Deviation (MAD) 

MAD is used to evaluate forecasting by adding up the absolute errors. The forecasted accuracy is 

measured with an average suspected error using this method. Equation 7 shows the formula for 

calculating the MAD value.  

𝑀𝐴𝐷 =
∑ |𝑦𝑡 − 𝐹𝑡|𝑛

𝑡=1

𝑛
               𝐸𝑞. 7 

 
where:  

𝑦𝑡= Time series value at time 𝑡  

𝐹𝑡= Forecast value at time 𝑡  

𝑛= Total number of periods  

 

The lower the value of MAD relative to the magnitude of data, the more accurate the forecast. 

2.6.2 Mean Square Error (MSE) 

Mean squared error (MSE) is defined as the square difference between actual and forecast values. 

Lower MSE value indicated greater forecasting accuracy [8] as shown in Equation 8.  

 

𝑀𝑆𝐸 =
∑ (𝑦𝑡 − 𝐹𝑡)2𝑛

𝑡=1

𝑛
               𝐸𝑞. 8 

2.6.3 Mean Absolute Percentage Error (MAPE) 

MAPE is the most common measure used to compare forecast performances between datasets [9]. 

It measures the accuracy as a percentage and can be calculated as the average absolute percentage of 

absolute errors for each period minus actual observation divided by actual observation. The measure of 

MAPE that was being used stated in Equation 9:  

 

𝑀𝐴𝑃𝐸 =
∑ |

𝑦𝑡 − 𝐹𝑡
𝑛 | × 100𝑛

𝑡=1

𝑛
 , 𝑦𝑖 ≠ 0              𝐸𝑞. 9 

 
It is scale-independent as it can use to compare forecasts for series that are on different scales [10]. It 

works best when there are no extreme values. However, when the original value is small, MAPE had 

been criticized for its asymmetry and instability.  
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3. Results and Discussion 

The data used in this analysis are the monthly unemployment rate in Malaysia. The data were 

sourced from Department of Statistics Malaysia (DOSM) website from January 2010 to December 

2019. The descriptive statistics of monthly unemployment rate including mean, standard deviation, 

kurtosis, skewness, coefficient of variation, minimum and maximum values of the unemployment rate 

are presented in Table 1.  

Table 1: Descriptive Statistics 

Monthly Unemployment Rate 

Mean 3.2025 

Standard Deviation 0.2169 

Kurtosis -0.4500 

Skewness -0.5400 

Coefficient of variation 6.7700 

Minimum 2.7000 

Maximum 3.6000 

Count 119.0000 

 

 

Figure 2: Time Series Plot for Unemployment Rate in Malaysia 

Figure 2 shows the monthly unemployment rate in Malaysia from January 2010 to December 2019. A 

visual examination of the time series plot implies a significant fluctuation in the unemployment rate in 

which the unemployment rate has increased and decreased over time. This suggests that unemployment 

rate data are non-stationary.  
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Moreover, the non-stationary behaviour series can be proved by autocorrelation function (ACF) and 

partial autocorrelation function (PACF) plots in Figure 3a and Figure 3b. The ACF of non-stationary 

data decreases slowly, showing a non-stationary time series. Hence, differencing must be taken in 

developing a stationary ARIMA model. 

 

 

Figure 4: Mann Kendall Trend test 

𝐻0: There is no trend in the data. 

𝐻1: There is a trend in the data. 

 

Mann-Kendall Trend test is performed to whether there is a trend in data. Figure 4 shows the test 

statistic is 0.306 and the two-sided p-value is 1.0133e-05. Since the p-value is less than 0.05, there is 

sufficient evidence to reject the null hypothesis and conclude that the trend is present in this data. 
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Figure 3a: ACF plot for Unemployment 

Rate in Malaysia 

 

Figure 3b: PACF plot for Unemployment 

Rate in Malaysia 
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Table 2: Comparison of forecast accuracy for different models 

Method Training Testing 

MSE MAD MAPE MSE MAD MAPE 

Naive 0.031509 

(3) 

0.11887 

(2) 

3.8589% 

(2) 

0.00333 

(1) 

0.03333 

(1) 

0.4976% 

(1) 

Holt’s Linear 

Trend 

0.02935 

(1) 

0.12008 

(3) 

3.8376% 

(3) 

0.004274 

(3) 

0.047078 

(3) 

1.4332% 

(3) 

Box-Jenkins 0.031179 

(2) 

0.11537 

(1) 

3.6984% 

(1) 

0.00341 

(2) 

0.03916 

(2) 

1.1903% 

(2) 

 

The ideal forecasting method was selected based on the accuracy of the testing data set whereby the 

method that had the smallest forecasting error was the best forecasting method. In this study, the 

accuracy of the forecasting was evaluated by using mean absolute deviation (MAD), mean square error 

(MSE) and mean absolute percentage error (MAPE) in the testing part. Three forecasting methods were 

being compared by separating the data into training and testing data. The calculation of MSE, MAD 

and MAPE for those methods were shown in Table 2. From the table, the Naive method had the lowest 

MSE, MAD and MAPE values which were 0.00333, 0.0333 and 0.4976% respectively for the testing 

set. It represented the best forecasting method as high accuracy in forecasting the monthly 

unemployment rate. Box-Jenkins also performed very well in the training part since it had the highest 

values of MSE, MAD and MAPE which were 0.0312, 0.1154 and 3.6984% compared to other methods. 

Although the MSE value of Holt’s Linear Trend is smaller than the other two methods in the training 

set, it shows the highest values in the rest of the performance error values in both the training and testing 

sets. This method is inaccurate in forecasting the monthly unemployment rate.  

Table 3: Forecast values and actual values for 3 months ahead 

Period Forecast (%) Actual Value (%) 

January 2020 3.3 3.2 

February 2020 3.3 3.3 

March 2020 3.3 3.9 

 

The results indicate that the Naïve method is the best method to forecast the unemployment rate for the 

next 3 months. Forecast values for 3-months ahead on unemployment rate are 3.3% as shown in Table 

3. The forecasted values in January 2020 and February 2020 do not show significantly different from 

actual values. However, in March 2020, there is an increase in the unemployment rate which is 3.9%. 

The negative impact of MCO due to the Covid-19 pandemic has caused the high unemployment rate in 

March 2020. Further investigation can be done to identify the forecasting model for the unemployment 

rate in Malaysia during the MCO period. 

4. Conclusion 

The study aims to select the best model in forecasting the monthly unemployment rate in Malaysia. 

This study depicts the unemployment rate in Malaysia from the year 2010 to year 2019. Visual 

inspection of data patterns of unemployment rate showed that there was a trend pattern in the data but 

significant seasonal or horizontal patterns were not found in the data. Several approaches have been 

conducted to analyze the time series data. Since the data was identified to have a trend pattern, Naïve 

method, Holt-Linear Trend and ARIMA forecasting methods were selected to compute the time series 
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analysis of unemployment rate in Malaysia. Some performance metrics such as Mean Square Error 

(MSE), Mean Absolute Deviation (MAD) and Mean Absolute Percentage Error (MAPE) were used to 

access the forecast accuracy of models for both training data and testing data. Several conclusions can 

be drawn from the dataset. Based on the findings, the Naïve method was chosen as the most desirable 

forecasting method as it achieved the lowest valued for those three performance measures (MSE, MAD 

and MAPE). The unemployment rate for the next 3 months was found to be 3.3%. Compared to the 

actual value, the unemployment rate in Malaysia is stable in January 2020 and February 2020, but due 

to the unexpected condition which is Covid-19, the unemployment rate in March 2020 becomes higher. 

Further study should be done to examine an appropriate model used to forecast future values of the 

unemployment rate in MCO period. Future studies could focus on describing the seasonal nature of 

unemployment rates in a nonlinear framework and modelling the unemployment rate using a structural 

VAR model. 
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