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Abstract: Whilst the researchers are actively searching for infections and recovery 

data across countries actively, the information of patients' recovery on COVID-19 

disease is poorly recognized. There is a lot of uncertainty of the mild or asymptomatic 

COVID-19 cases in the clinical presentation that may never present to healthcare 

services. The purpose of this study is to determine the recovery and stability of the 

newly infected persons with pandemic of COVID-19 based on the Age, Gender, 

Causes of Infection Cases and Number of Days for Hospitalized by using a descriptive 

analysis. In addition, it is also aims to develop predictive model for prediction of 

COVID-19 infected patients by using Decision Tree, K-Nearest Neighbors and Naïve 

Bayes. Lastly, to evaluate the most accurate predictive model in estimating the 

recovery of the infected patients from COVID-19 between these predictive models 

by using accuracy evaluation. Data Mining techniques such as Decision Tree, K-

Nearest Neighbors and Naïve Bayes help to predict the causes of infection cases that 

are more likely to recover from COVID-19; the maximum and minimum number of 

days for the patients to recover, and the recovery rate of the different age groups. The 

result of this research shows the Decision Tree model has been proven as the most 

efficient data mining technique in predicting the recovery of COVID-19 patients in 

Singapore with the greatest percentage of accuracy of 78.95% among other predictive 

models. In future research, it is suggested to use Malaysian data with more relevant 

attributes and input samples so that it can reflect a better performance to the 

government about the trend of the COVID-19 patient recovery. 
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1. Introduction  

Coronavirus disease 2019 is an infection which is caused by SARS-CoV-2 virus, and it can spread 

to a person through close contact, droplets of saliva, mucus from nose and mouth during coughing and 

sneezing [1]. According to [2] the novel coronavirus 2019 named as COVID-19 was emerged from 

Wuhan City, Hubei Province, China on 31 December 2019. It has been identified as a powerful outbreak 

in many cities of China, spreading globally to at least 25 countries as of February 2, 2020 including 

United State, United Kingdom, Italy, Spain, Japan, Korea, India, Singapore and also Malaysia. The 

World Health Organization [3] has officially named this disease as coronavirus disease 2019 (COVID-

19) on 11 February 2020. This powerful outbreak of COVID-19 has infected more than 3 million 

patients in 187 countries with a 4.20% mortality rate which has become the biggest global threat [4]. 

According to the update of [5] on 5 April 2021, the number of confirmed deaths due to COVID-19 for 

our country is up to 1295 people (0.37%), while the total number of cases confirmed is 352029, which 

means the percentage of death will continually increase.  

COVID-19 is caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), 

which is similar to the zoonotic severe acute respiratory syndrome (SARS) and coronavirus (SARS-

CoV) in 2002 [6]. Whilst the researchers are actively searching for infections and recovery data across 

countries actively, the information of patients' recovery on COVID-19 disease is poorly recognized. 

According to [7], there is a lot of uncertainty of the mild or asymptomatic COVID-19 cases in the 

clinical presentation that may never present to healthcare services. Based on the current data available, 

there is still no specific antiviral treatment that can hundred percent cure for COVID-19, and the 

infection control guidance for COVID-19 is more likely be based on COVID-19 vaccines while the 

antiviral pill for COVID-19 still undergoing investigation. The rapid spreading of COVID-19 is caused 

by the changes in population such as the rapid growth of tourism, changing geography of migration and 

also the long distance taken by people for family reunion [8]. The COVID-19 patients have symptoms 

which are similar to normal illnesses such as fever, cough, nausea and diarrhoea. The most significant 

symptoms for COVID-19 are anosmia, sore throat and cough [9], while some other symptoms like 

decreased smell have also been reported [10]. 

The purpose of this study is to determine the recovery and stability of the newly infected persons 

with pandemic of COVID-19 based on the Age, Gender, Causes of Infection Cases and Number of Days 

for Hospitalized by using a descriptive analysis. In addition, it is also aims to develop predictive model 

for prediction of COVID-19 infected patients by using Decision Tree, K-Nearest Neighbors and Naïve 

Bayes. Lastly, to evaluate the most accurate predictive model to predict the possibility of recovery of 

the infected patients from COVID-19 pandemic between the predictive models by using accuracy 

evaluation. The scope of this study is limited to the patients of COVID-19 from Singapore between the 

age from 0 to 96 and the duration of the study is from January to February in 2020. 

2. Materials and Methods 

The dataset was obtained from California School Employees Association [11] which was available 

on Kaggle Website. The dataset was prepared and cleaned where only relevant attributes were extracted 

from the original dataset. Since missing values caused biased estimations which lead to inaccurate 

conclusions, thus mice imputation techniques were used to handle the missing values in this dataset. 

The extracted dataset has 93 samples, 465 data instances with 5 attributes which includes gender, age, 

causes of infection cases, number of days for hospitalized and state of patients which shown as Table 

1. The 465 data instances are enough for data mining since it can predict different possibility and 

sufficient to conduct significant statistics. In addition, the attribute of causes of infection cases shown 
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the reason that the patients get infected while the number of days for hospitalization indicated the 

duration of the patients being hospitalized. Lastly, the state attribute shown the final outcome of the 

patients, whether get recovered or unrecovered which is death due to COVID-19 infection. 

 Table 1: Sample of the instances of the Singapore COVID-19 patients’ recovery dataset. 

Gender Age Causes of Infection Cases Number of Day for 

Hospitalization 

State 

Male 66 From Wuhan 28 Recovered 

Male 28 Grace Assembly of God 18 Recovered 

Male 53 Church Cluster 25 Recovered 

Female 38 Private Meeting 10 Recovered 

Male 36 Close contact with patients 13 Recovered 

 

2.1 Decision Tree 

Decision Tree is one of the data mining techniques that is widely used for solving regression and 

classification problems due to its simplicity and transparency [12]. According to [13], a Decision Tree 

represents a tree-structured classifier that performs a split test in its internal node and predicts a target 

class of an example in its leaf node. 

In this research, Gini Index is used as a measure for attribute selection and act as a binary split to 

calculate for each attribute. It is used to measure the degree of probability variable being wrongly 

classified when it is randomly chosen [14]. The Gini Index for each attribute was calculated by 

subtracting the sum of squared probabilities of each class from one, and the lowest Gini index value is 

picked as the root node. According to [15], the Gini Index is defined as: 

    𝐺𝑖𝑛𝑖(𝐾) = 1 − ∑ (𝑝𝑖)2𝑛
𝑖=1       𝐸𝑞. 1               

   𝐺𝑖𝑛𝑖𝐴(𝐾) =
𝑁1

𝑁
𝐺𝑖𝑛𝑖 (𝐾1) +

𝑁2

𝑁
𝐺𝑖𝑛𝑖 (𝐾2)      𝐸𝑞. 2                   

           ∆𝐺𝑖𝑛𝑖(𝐴) = 𝐺𝑖𝑛𝑖(𝐾) − 𝐺𝑖𝑛𝑖𝐴(𝐾)      𝐸𝑞. 3                                

According to the equations of Gini Index in Eq. 1, pi is the relative frequency and n is the number 

of attributes. If the dataset is split on attribute A into two subsets 𝐾1 and 𝐾2, Gini Index is calculated as 

Eq. 2, where 𝑁1 and 𝑁2 explained the sizes of subsets. Thus, the reduction in impurity is calculated as 

Eq. 3. 

2.2 K-Nearest Neighbors 

K-Nearest Neighbors model is the simplest techniques which can classifies a new data point based 

on the similarity and categorizes the new point to the most frequent classes. Before applying K-NN 

algorithms, normalization of data is required to change the column with numerical values to a common 

scale to create better performance of accuracy. The formula of normalization for numerical data is 

shown as below [16]. 

𝑋𝑠 =  
𝑋 − 𝑀𝑖𝑛

𝑀𝑎𝑥 − 𝑀𝑖𝑛
      𝐸𝑞. 4 



Koa et al., Enhanced Knowledge in Sciences and Technology Vol. 2 No. 2 (2022) p. 21-31    

24 
 
 

 

According to the Eq. 4, Min explained the minimum distance while Max is the maximum distance 

in training set. Furthermore, 𝑋𝑠 is the standardized distance and X is known as distance. In this study, 

the age of the patients acted as 𝑋𝑖, while the number of days for hospitalized acted as 𝑌𝑖.  

By using the techniques of Euclidean Distance, it can help to calculate the distances between the 

two data and determine their similarity. The group with shortest distance can be classified as a group 

and it can classify the patients’ recovery states based on the age of patients and the number of days for 

hospitalized. The formula of Euclidean Distance as shown below [17]. 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1       𝐸𝑞. 5  

Based on Eq.5, d is the distance between two points, while n is the number of points. Generally, the 

label of x is denoted as the position of x coordinate while y is the position of y coordinate. 

2.3 Naïve Bayes 

Naïve Bayes is a probabilistic and statistical machine learning algorithm which can be used to 

differentiate the dataset instances based on attributes and features [17]. By using the Naïve Bayes 

theorem, the probability of A happening given that B has occurred. The formula of Naïve Bayes is 

defined as below [18]. 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴).𝑃(𝐴)

𝑃(𝐵)
      𝐸𝑞. 6  

𝐵 = (𝑏1, 𝑏2, 𝑏3 … , 𝑏𝑛)      𝐸𝑞. 7  

𝑃(𝐴|𝑏1, … , 𝑏𝑛) =
𝑃(𝑏1|𝐴)𝑃(𝑏2|𝐴)…𝑃(𝑏𝑛|𝐴)𝑃(𝐴)

𝑃(𝑏1)𝑃(𝑏2)…𝑃(𝑏𝑛)
      𝐸𝑞. 8  

Based on the equation above, 𝑃(𝐴|𝐵) is explained on how often A happens given that B happens 

while 𝑃(𝐵|𝐴) is illustrated how often B happens given that A happens. In addition, P(A) is explained 

the probability of A occurs and the formula of (𝑏1, 𝑏2, 𝑏3 … , 𝑏𝑛) are the features. 

2.4 Performance evaluation 

After building the Decision Tree, K-Nearest Neighbors and Naïve Bayes models, the confusion 

matrix is created to measure the performance of each model. The confusion matrix only shows correct 

outcome prediction while the incorrect prediction is located outside the diagonal of the confusion 

matrix. In order to determine the predictability, accuracy values of the data mining models are evaluated 

using evaluation techniques [19]. It is given as the percentage of total correct predictions divided by the 

total number of instances. The higher the accuracy of the model, the better the performance of the 

model. The formula of accuracy was shown as below [20].  

Accuracy = 
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
      𝐸𝑞. 9 

Based on the equation above, TP is known as the number of cases belongs to a class and actually 

belong to it while FP is known as number of cases belong to a class but reality does not. Oppositely, 

TN is explained on the number of cases does not belong to a class and actually does not belong to it but 

FN explained in it does not belong to a class but reality it does.   
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3. Results and Discussion 

3.1 Descriptive Analysis 

In this research, the descriptive analysis was applied to see the overall visualization of the data. 

3.1.1 Comparison of Age Attribute with Status of Patients’ Recovery 

 

Figure 1: Frequency of Age vs Status of Patients’ Recovery Attribute 

Based on Figure 1, there were a higher number of patients recovered from COVID-19 in middle 

age between 23 years old to 66 years old. For example, the age group of patients between 34 to 44 years 

old had the highest recovery rate with 68.97%, since there were 20 patients who recovered out of 29 

patients. However, the patients’ age above 67 years old had a lower recovery rate, 20%, whereby there 

were only 1 patient who recovered from COVID-19 out of 5 patients. 

3.1.2 Comparison of Number of Days for Hospitalized Attribute with Status of Patients’ Recovery 

 

Figure 2: Number of days for hospitalized vs status of patients’ recovery attribute 

According to Figure 2, the patients with 15 to 19 days of hospitalization had the highest frequency 

of patients’ recovery, 74.28% whereby there were 26 patients who had successfully recovered from 

COVID-19 out of 35 patients. Besides, there were 100% of patients’ recovery rate for those who were 

staying 25 days to 29 days in hospital, that means, the patients with longer duration for hospitalization 

were more likely to be recovered. However, the patients with shorter hospitalized duration (5 to 9 
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hospitalized days) had high risk not to recover since the rate of recovery was only 33.3% and only 6 

patients could recover out of 18 patients. 

 

3.1.3 Comparison of the Causes of Infection Cases with Status of Patients’ Recovery 

 

Figure 3: Frequency based on the causes of infection cases vs status of patients’ recovery attributes 

Based on Figure 3, the patients infected in Cause 1 (From Wuhan) and Cause 2 (Visited Wuhan) 

are more likely to recover because the recovery rate for the patients in both infection causes were 

94.11% and 100% respectively. However, the patients from Cause 6 (Church Cluster) shows 15 patients 

are unrecovered out of 23 patients, 65.21%, which means there are more patients dying due to COVID-

19 disease for the same type of causes. This is same for the patients in Cause 5 (Close contact with 

patients) since there are around 10 patients recorded as unrecovered, which is the cause of infection 

cases that contained the second highest frequency of patients’ unrecovered. 

3.2 Decision Tree 

  

Figure 4: Decision Tree model for the recovery of COVID-19 patients. 
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According to the Decision Tree in Figure 4, the first splitting of the Decision Tree model is the 

Cause of Infection Cases which is the most contributed attribute to the recovery of COVID-19, followed 

by No_day (Number of Days for Hospitalized), Age group and Gender of the patients. The model 

estimated the patients infected due to Cause 1 to 4 (From Wuhan, Visited Wuhan, Cluster of Shop Tour 

Visited, and Private Meeting) are more likely to be recovered especially the patients infected due to 

Cause 1 (From Wuhan) and Cause 2 (Visited Wuhan) of infection cases. On the other hand, this model 

also predicted a minimum of 12 days as the number of days for the infected patients to be recovered 

from COVID-19. The patients in all type of Causes of Infected Cases with less than 12 days for 

hospitalized will mostly classified as unrecovered even the age is less than 48. Thus, the patients with 

longer duration for hospitalization are more likely to recover from COVID-19 if the number of days for 

hospitalization is above 13 days. However, in some cases, there are also some patients who are unable 

to recover from the pandemic virus even if they are below 28 years old. As a result, the Decision Tree 

model had an accuracy rate of 78.95% in predicting COVID-19 patients' recovery for the testing dataset. 

3.3 K-Nearest Neighbors Model  

First of all, the data had undergone normalization to change the values in the numerical column to 

a common scale because the different ranges of the dataset cause the distortion of data. To evaluate the 

model’s performance, the patients’ predicted recovery state, Test_pred is matched up with the patients’ 

actual recovery state, Test_actual to check for the model’s accuracy as shown in Table 2. According to 

Table 2, there were more patients predicted as recovered (Yes) while only 2 patients are classified as 

unrecovered (No). Furthermore, the accuracy of the model is checked by using a confusion matrix which 

the result is shown in Table 3. 

Table 2: K-Nearest Neighbors model for the recovery of COVID-19 patients. 

S/N Test_actual Test_pred 

 

 S/N Test_actual Test_pred 

1 Yes Yes 11 Yes Yes 

2 No Yes 12 Yes Yes 

3 Yes No 13 Yes Yes 

4 Yes Yes 14 Yes Yes 

5 Yes Yes 15 Yes Yes 

6 No Yes 16 No Yes 

7 Yes No 17 Yes Yes 

8 No Yes 18 No Yes 

9 Yes Yes 19 Yes Yes 

10 No Yes 
 

Table 3: Confusion matrix of K-Nearest Neighbors model. 

Test_actual Test_pred Row Total 

No Yes 

No 0 6 6 

Yes 2 11 13 

Column Total 2 17 19 

 

Whilst from the confusion matrix table, there are a total 17 patients predicted as recovered while 

only 2 patients are classified as unrecovered. According to Table 3, there is none of the patients has 
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been falsely identified as unrecovered (No) after the predicted recovery state (Test_pred) is matched 

with the actual recovery state (Test_actual). However, this model has false identification for some of 

the patients whose actual unrecovered but classified as recovered and vice versa. In addition, Table 3 

shows 2 patients have been falsely identified as unrecovered and 6 patients have been wrongly classified 

as recovered which are misclassified from actual result. Thus, there is overall 42.1% of misclassification 

rate in predicting the COVID-19 patients’ recovery for the testing dataset which means the total 

accuracy value for K-Nearest Neighbors is only 57.90%. 

3.3 Naïve Bayes 

Table 4: A-Priori probabilities of Naïve Bayes model. 

Y_pred No Yes 

0.3784 0.6216 

 

Table 5: Conditional probabilities of gender for Naïve Bayes model. 

Y_pred Gender 

 Female Male 

No 0.4286 0.5714 

Yes 0.3478 0.6522 
 

Table 6: Conditional probabilities of causes of infection cases for Naïve Bayes model. 

Y_pred Causes of Infection Cases 

1 2 3 4 5 6 7 8 

No 0.0357 0.0000 0.0357 0.0357 0.2857 0.5000 0.0714 0.0357 

Yes 0.2609 0.3261 0.0435 0.0435 0.0870 0.1522 0.0217 0.0322 

 

Based on Table 4, the A-priori probabilities show a higher probability for the patients to recover 

from COVID-19 which is 0.6216, while the probability of unrecovered is only 0.3784. Moreover, the 

conditional probabilities for each attribute are calculated to predict the likelihood of an event or outcome 

occurring given that event has occurred. For the example in Table 5, the probability of males given 

recovered from COVID-19, P(Male|Recovered) is 0.6522 while the probability of female given 

recovered from COVID-19, P(Female|Recovered) is 0.3478 which indicated the male patients had a 

higher recovery rate compared to females. Similarly, the new patients can also be predicted based on 

their Age, Gender, Causes of Infection Cases and Number of Days for Hospitalized. Based on Table 6, 

the patients infected due to Cause 2 of Infection Case (Visited Wuhan) records as the highest probability 

to recover which is 0.3261 followed by the patients infected due to Cause 1 of Infection Case (From 

Wuhan) with the probability of 0.2609. However, the Naïve Bayes model has predicted that the patients 

who get infected due to Cause 6 (Cluster of Church) have the lowest recovery rate since the probability 

of recovery is 1.522 and the probability of unrecovered is 0.5000. 
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Table 7: Confusion matrix of Naïve Bayes classifier for each predictors. 

Test_actual Y_pred Row Total 

No Yes 

No 2 1 3 

Yes 5 11 16 

Column Total 7 12 19 

 

According to the confusion matrix in Table 7, it shows there are 2 patients classified as not 

recovered out of 7 patients while there are 11 patients classified as recovered out of 12 patients. 

However, there were also some misclassifications occurred during the prediction of patients’ recovery 

whereby there are a total 5 patients being misclassified as recovered and 1 patient was misclassified as 

unrecovered from COVID-19. Thus, there is an overall 31.57% misclassification rate which indicated 

the accuracy value in predicting the COVID-19 patients’ recovery for the testing dataset is 68.42%. 

3.4 Performance Evaluation 

In this study, the three predictive data mining models are analyzed and compared based on their 

accuracy value. The Table 8 shown the performance evaluation of the three different predictive data 

mining models. 

Table 8: Performance evaluation results of the models.  

Predictive Model Accuracy Values (%) 

Decision Tree 78.95 

Naïve Bayes 68.42 

K-Nearest Neighbors 57.90 

 

The accuracy of a classifier was identified as the percentage of total correct prediction divided by 

the total number of instances. According to Table 8, the Decision Tree shows the most efficient result 

with the highest percentage of accuracy of 78.95% followed by Naïve Bayes with 68.42%, and the K-

Nearest Neighbors had the lowest accuracy values which was only 57.90%. Since the performance of 

Decision Tree was the most accurate among others predictive models, thus it was the most suitable data 

mining technique to be used for further data analysis such as classification in financial analysis and 

predictive diagnostic of medical research. 

4. Conclusion 

In this research, data mining models such as Decision Tree, K-Nearest Neighbors and Naïve Bayes 

were built for the prediction of COVID-19 infected patients’ recovery. The model built with Decision 

Tree was recorded as the most efficient data mining technique in predicting the recovery of COVID-19 

patients in Singapore with the greatest percentage of accuracy of 78.95% among other predictive 

models. With the aid of the Decision Tree, it determined ‘Causes of Infection Cases’ as the most 

contributed attribute to the patients’ recovery of COVID-19. In addition, the COVID-19 patients with 

longer period of hospitalized days are classified to has higher recovery rate compared to the patients 

with shorter hospitalized duration such as below 12 days. Furthermore, the recovery and stability of the 

newly infected patients with the COVID-19 is highly related to the number of days for hospitalization, 

whereby there are more patients being recovered in the days between 15 to 19 hospitalized and the age 

of the patients between 34 to 44 years old have the highest recovery rate. 
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Data Mining has the potential to have greater impact on COVID-19-related investigations, thus, the 

created models would be extremely useful in healthcare to fight against COVID-19 disease. In future, 

it is suggested to use the dataset with more attributes by increasing the size of the tree to make the 

prediction more accurate. Involving more data and attributes in a training set always adds information 

and increases the accuracy of the model. Outlier detection is an important component to improve the 

classification accuracy of the model since the existence of outlier values might affect model’s accuracy 

and cause bias. Thus, removing and mean imputation methods are suitable to deal with the outliers to 

decrease the variability in the dataset and increase the statistical power. 
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