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Abstract: Criminal occurred when someone committed a crime and was charged 

under the justice system for violating the public law. Criminal analysis is commonly 

applied with economics in modelling of criminal cases since sluggish economy causes 

citizens to have no proper earning income and forces them to commit crime to get 

back to their regular life. This research study on the suitable regression method for 

prediction of the criminal case model between ordinary least squares regression, 

LASSO regression and Ridge regression. A total of 51 monthly observations of 

economic indicators were collected from the Department of Statistics Malaysia and 

Bank Negara Malaysia as well as criminal cases were collected from the Federal 

Court of Malaysia. Based on the selection features from OLS regression and LASSO 

regression, the study found out consumer price index and KLCI were the key 

variables that have the impact on criminal cases. However, there were additional two 

variables: unemployment rate and participation rate selected by LASSO regression 

do have significant impact on criminal cases. In addition, the prediction models 

obtained were found out to have insensible intercept due to the negative intercept 

observed. These insensible intercepts were caused by the fluctuation of data that 

occurred during COVID-19 outbreak in Malaysia started February 2020 which had 

largely affected the economy and social behaviours. However, the estimated 

coefficients of the regression equations (OLS, LASSO and Ridge) show sensible, thus 

allowed to make prediction for criminal cases. Lastly, the result found LASSO 

regression allowed to use 4 economic indicators and given a lower mean squared error 

with less complexity of the model, plus allowed to give a better R-squared value as 

compared to other regression models. 

 

Keywords: Criminal Case, Economic Indicator, LASSO, Ordinary least Squares, 

Ridge, COVID-19 Pandemic. 
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1   Introduction 

Criminal behaviour is the offender’s reaction to committing a crime, when someone committed a 

crime and was charged for violating the public law, then a criminal case occurred [1]. The crime 

occurred due to the result of criminal opportunity that the offenders made a rational decision which 

selected their preferred target that has a high return with minimal commitment and risk. By referring to 

economic theory, a person who engages in illegal activity decreases when the economic opportunities 

are given to an individual to earn more income, thus helping to reduce the criminal motive of an 

individual [2]. 

Crime issues had been alerted through the news spreading all over the social media, making the 

society not comfortable with the news spreading and the sign of panic had been elevated in the current 

situation. Humans likely tend to react with negative stories in social media, and thus causing the bad 

news to always be chosen to dominate headlines [3]. As a result, the criminal activities were usually 

being reported to draw the attention of readers for the newspapers and social media. The sluggish 

economy is one of the reasons to increase the desire of people to get involved in illegal activities due to 

low purchasing power and no proper earning income. In addition, with the current scenario of COVID-

19 where it becomes a world pandemic issue, the impact of COVID-19 becomes significant to be 

investigated since it has affected the criminal and social behaviours in the community of Malaysia. 

The research of criminal cases was still rare compared to crime rate due to limited historical data, 

but it was discovered to have theoretical support that criminal cases had a link with crime rate. The 

criminal cases forecast provides additional information to the government that can be utilised to plan 

and develop a sustainable and healthy economy [4]. In Malaysia, there are two types of cases recorded 

in the Federal Court of Malaysia, namely criminal cases and civil cases. This study focused on the 

criminal cases and used it to develop a prediction model through econometric models: ordinary least 

squares (OLS) regression, LASSO regression and Ridge regression. 

Apart from that, this research study had a similar concept to previous researchers with carried out 

OLS regression [5-7], but it was found out that OLS regression was unable to overcome the issue of 

over-fitting and over-selection of independent variables, therefore LASSO regression was proposed to 

overcome these issues [8]. Moreover, Ridge regression does have the ability to overcome the problem 

of multicollinearity [9] and improve the accuracy of the regression model compared to OLS regression 

which always gives non-zero coefficients [10]. As a result, LASSO and Ridge regression have been 

considered as an alternative econometric model instead of OLS regression to predict the criminal case. 

Furthermore, there are several economic factors that influence criminal cases, where the 

unemployment rate is the major economic indicators selected by researchers [11]. In a previous study, 

the unemployment rate had been found to influence criminals [11-13]. In addition to unemployment, 

other economic indicators such as consumer price index [12], inflation rate [11-12], and tourist arrivals 

[11] were found to have an influence on criminal cases. Also, a recessionary economy will lead to FBM 

KLCI drop and vice versa. Therefore, the recession of economy generally increases the criminal case 

while decrease during expansions of the economy [14], then it was appropriate to study FBM KLCI 

could have significant impact on criminal cases. Additionally, the labour participation rate is 

significantly related to criminal case since high participation rate tend to have no influence on the 

criminal violence while compared to the countries with less participation rate [5], thus participation rate 

act as another economic factor that could impact on the criminal cases. 

Besides regression models, this study also conducted the association between the criminal cases 

and economic indicators through the Pearson correlation coefficient that used to examine the degree of 

correlation in linear regression [15], Moreover, the variable selections by the features of OLS and 

LASSO regression was used to determine the significant relationship between criminal cases and 
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economic indicators while discarding the less important variables affect the criminal econometric 

models. 

The remainder of this research is structured as follows: Section 2 gives a detailed description of the 

research methodology to determine the regression models of criminal cases. Section 3 clearly explains 

the results and discussion based on the methodologies utilised in this research and Section 4 concludes 

this whole research. 

2   Methodology 

      This section discusses the various techniques applied for criminal cases analysis including the 

proposed method, namely Pearson correlation, OLS regression, LASSO regression and Ridge 

regression. The process started with data collection from different resources, then undergone data-pre-

processing with detect outliers, collinearity and correlation. After that, the process continued to build 

the prediction model by using OLS, LASSO and Ridge regression. For LASSO and Ridge regression, 

cross-validation method had been used to obtain the tuning parameter for each regression model built. 

2.1 Pre-processing Analysis 

All the observations and variables need to undergo pre-processing analysis before the linear 

regression is conducted. Outlier is an observation that is located far away from the fitted line in the 

regression model [16], and Mahalanobis distance is suitable to use in this research since Mahalanobis 

distance could apply in multivariate statistics [17]. After the outlier’s detection, multicollinearity is 

conducted with variance inflation factors which are used to examine the strength of correlation for a 

variable linear relationship with the rest variables in multicollinearity analysis [18]. Then, the analysis 

was conducted with Pearson correlation, it used to examine the strength and direction of the linear 

relationship between two variables which the coefficient is given the correlation [19]. 

2.2 Cross-validation  

Cross-validation split the data observations into k number of groups in the k-fold cross-validation 

[20]. The measurement of k-fold cross-validation divided the dataset into k-subsets of equal size, the k-

1 subsets were used to train the model by obtaining the parameter, while the one remaining subset act 

as a validation set to measure the performance of the trained model (k-1 subsets) [21]. In this study, the 

mean squared error was used to measure the performance, and the 10-fold cross-validation was used to 

obtain the tuning parameter, 𝜆 as the purpose to estimate the LASSO and Ridge regression coefficients. 

2.3 Regression Model-Building 

      The process of model-building is to determine the suitable independent variable to include in the 

model [22]. In this process, the prediction model is built for the dependent variable with the significant 

independent variables and allows to study of the relationship between the variables. 

2.3.1 Ordinary Least Squares Regression 

Ordinary least squares (OLS) regression uses least squares method to estimate the coefficients of 

independent variables to create a linear regression equation by minimising the sum of squares of 

residuals [23]. The OLS coefficients are consistent when there is no multicollinearity problem between 

the independent variables, as well as the residuals are not present with heteroscedasticity and serially 

correlated [24]. Also, the normality of residuals is needed to ensure the analysis of the econometric 

model is given a correct analysis without obtaining bias estimates in the regression model [25]. The 

matrix form equation of the OLS linear regression model is shown in Eq. 1. 

𝑌 = 𝑋𝛽 + 𝜀  Eq.1 

where 𝑌 is vector of dependent variable, 𝑋 is the matrix constant of independent variables, 𝛽 is the 

vector of parameters and 𝜀  is a vector error of normal independent random variables. The OLS 
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regression equation is estimated by using matrix approach and the formula of regression coefficients by 

minimise the sum of squares of residuals, �̂� is shown in Eq. 2. 

�̂� = (𝑋′𝑋)−1𝑋′𝑌  Eq.2 

where 𝑋′ is the transpose of matrix 𝑋 and (𝑋′𝑋)−1 is the inverse matrix of 𝑋′𝑋. 

2.3.2 Least Absolute Shrinkage and Selection Operator (LASSO) Regression 

LASSO regression has the function to shrink the less important variable toward zero and select the 

significant coefficients to remain in the model [26]. LASSO regression minimises the prediction error 

with added penalty of tuning parameter, 𝜆 or constant value toward the least squares method [27]. The 

optimal tuning parameter is obtained through a cross-validation approach. The formula of LASSO 

regression coefficients minimises the sum of squares with added tuning parameter as shown in Eq. 3. 

𝐿𝐿𝑎𝑠𝑠𝑜(�̂�) = arg 𝑚𝑖𝑛 {∑ (𝑦𝑖 − 𝛽0 − ∑ 𝑥𝑖𝑗𝛽𝑗)𝑘
𝑗=1

2𝑛
𝑖=1 + 𝜆 ∑ |𝛽𝑗|𝑘

𝑗=1 } Eq.3 

where 𝑘 is the number of LASSO shrinkage parameters.  

2.3.3 Ridge Regression 

Ridge regression is a linear regression by minimising the sum of squares of residuals through a 

tuning parameter, 𝜆 which controls the amount of shrinkage on the coefficients of parameters [28]. 

Besides that, Ridge regression shrinks the coefficient estimates to approach zero but not towards zero 

with the added shrinkage penalty, 𝜆 and overcomes the problem of multicollinearity issue [29]. Ridge 

regression also uses cross-validation method to obtain the optimal tuning parameter, 𝜆 and the formula 

of Ridge coefficient is shown in Eq. 4. 

𝛽𝑅𝑖𝑑𝑔𝑒 = (𝑋′𝑋 +  𝜆𝐼)−1(𝑋′𝑌) Eq.4 

where I am the identity matrix. 

3   Results and Discussion 

Each symbol was assigned to the variables for easier understanding of analysis, namely: criminal 

case (𝑦), unemployment rate (𝑥1), participation rate (𝑥2), consumer price index (𝑥3), inflation rate (𝑥4), 

Kuala Lumpur Composite Index (𝑥5) and tourist arrivals (𝑥6).  

3.1 Data Collection  

The data collected is the total criminal cases reported to the Malaysian judicial system and it was 

collected from January 2017 until March 2021 with a sample size of 51 monthly observations from 

Federal Court of Malaysia. The total number of criminal cases of Malaysia were reported by Federal 

Court, Court of Appeal, High Court, Sessions Court and Magistrates Court as well as these criminal 

cases had consisted of all the states in Malaysia including federal territories and states. Additionally, 

five economic indicators were collected from the Department of Statistics Malaysia, which are 

unemployment rate, participation rate, consumer price index, FBM KLCI index, and tourist arrivals, 

whereas another one economic indicator was collected from Bank Negara Malaysia namely the inflation 

rate. All six economic indicators were used for determining the health status of economy by using 

macroeconomic scale with the duration and sample size of the economic indicators corresponding to 

the total number of criminal cases reported. 

3.2 Analysis Prior to COVID-19 Pandemic Period 

Since COVID-19 happened in Malaysia it had a huge impact to the Malaysia’s society and economy 

resulting in the citizens needed to adjust to a new normal lifestyle. This analysis was necessary to carry 

out as use for validating the effect of COVID-19 pandemic had affected the regression model. There 

are 37 monthly observations, 1 dependent variable or criminal case and 6 independent variables or 
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economic indicators were used to carry out analysis before the COVID-19 pandemic period which 

started from January 2017 until January 2020. 

3.2.1 Data Pre-processing Analysis Prior to COVID-19 Pandemic Period 

 The results showed there were no missing values in the dataset, and there were no observations in 

this multivariate dataset prior to the COVID-19 pandemic period indicated as an outlier. Turning to 

multicollinearity analysis, participation rate was found out to exist as a multicollinearity problem, the 

analysis was continued by removing the participation rate from the model. It was necessary to remove 

the collinearity problem variable because of the variable would cause instability in the regression 

calculation [30].  

The analysis continued with analysing the association of criminal cases with economic indicators, 

the result showed KLCI (-0.07), and tourist arrivals (-0.11) had a very weak correlation with criminal 

cases, unemployment rate (-0.33) and consumer price index (0.42) show a weak correlation with 

criminal cases, and inflation rate (-0.51) indicated as a moderation correlation with criminal cases which 

is the highest correlation among the economic indicators. This result shows inflation rate was the most 

important variable prior to the COVID-19 pandemic period 

3.2.2 OLS Regression Model Prior to COVID-19 Pandemic Period 

This model was used to validate the result of the COVID-19 period had influenced the result 

included the COVID-19 period become nonsensible intercept caused by the fluctuation data in the 

COVID-19 period. The analysis was further conducted by using backward elimination to remove those 

economic indicators which are less important to the OLS regression model. The final model was 

obtained and only the inflation rate was significant to the regression model, the prediction criminal 

cases model is shown in Eq. 5. 

�̂� = 167156 − 4912𝑥4 Eq. 5 

3.2.3 Residual Analysis of OLS Regression Model Prior to COVID-19 Pandemic Period 

The results showed the residuals had the constant variance with applied of Breusch-Pagan test, the 

residuals were completely uncorrelated with each other via the Durbin-Watson test which concluded 

the residuals were independence to each other’s, and Jarque-Bera test concluded the residuals were 

normally distributed. 

 

3.3 Analysis Included Influence of COVID-19 Pandemic Period 

Since the COVID-19 pandemic had strongly affected the community of Malaysia due to restricted 

movement control order had been implemented to curb the outbreak of COVID-19. The period of 

COVID-19 pandemic started to influence the society and economy in February 2020 and keep continued 

until 2021. This analysis included 51 monthly observations, 1 dependent variable or criminal cases, and 

6 independent variables or economic indicators which included the pandemic period until March 2021. 

3.3.1 Data Pre-processing Analysis Included COVID-19 Pandemic Period 

There were no missing values observed in the dataset included COVID-19 Pandemic period and 

the result showed there was no outlier detected in this multivariate dataset using Mahalanobis distance. 

The analysis was further conducted with multicollinearity, the VIF showed there have unemployment 

rate (21.81) and tourist arrivals (22.23) identified as presence of multicollinearity issue, tourist arrivals 

was removed from the model since it contributed the higher VIF compared to unemployment rate. After 

removing the tourist arrivals, the model did not show any presence of multicollinearity problem.  
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The analysis continued with the association between economic indicators and criminal cases, the 

Pearson correlation coefficient was once again used to identify the association. From the overall result, 

it showed an improvement of correlation when compared to the association prior to COVID-19 

pandemic period. Inflation rate (0.28) indicated a weak correlation with criminal cases, which is the 

least important variable towards criminal cases. This is surprisingly showing the inflation rate having a 

total change compared to the analysis before COVID-19 as indicated the highest correlation with 

criminal cases. This result due to the impact of COVID-19 had made a significant fluctuation on both 

criminal and inflation rate during the COVID-19 period. While participation rate (0.31) and KLCI 

(0.41) had a weak correlation with criminal cases. There is an increment of correlation for KLCI with 

criminal cases about 0.34 compared to prior COVID-19, this suggested the influence of COVID-19 had 

made a change or improved the correlation of the stock market on the criminal case. Finally, the 

consumer price index (0.57) and unemployment rate (-0.56) had a moderate Pearson correlation with 

criminal cases which the results showed increments in the correlation with criminal cases after including 

the COVID-19 period. This could suggest consumer price index and the unemployment rate were more 

important after COVID-19 occurred in Malaysia. 

3.3.2 OLS Regression Model Included COVID-19 Pandemic Period 

This model was used to determine the possible criminal cases model which also acts as the 

comparative model with LASSO and Ridge Regression models. The analysis had further continued with 

the student’s t-test as to find out the significance of economic indicators through backward elimination 

which contribute to the model included influence of the COVID-19 period. After the t-test was 

conducted, the final OLS regression model was obtained which only had less consumer price index and 

KLCI. The prediction criminal case model is shown in Eq. 6. 

�̂� = −1510000 + 12520𝑥3 + 91.47𝑥5 Eq. 6. 

3.3.3 Residual Analysis of OLS Regression model include COVID-19 Pandemic Period 

The results showed the residuals had the constant variance through the Breusch-Pagan test which 

indicated the residuals were homoscedasticity. Then, the Durbin-Watson test showed the result as the 

residuals were completely uncorrelated and illustrated the residuals were independent to each other. 

Jarque-Bera test was used and came out the result showed the residuals were normally distributed. 

3.4 LASSO Regression 

This LASSO regression used the dataset included COVID-19 pandemic period with a total 

observation of 51. The optimal lambda value, 𝜆 had been obtained through 10-fold cross-validation 

method with using the lambda value that had the lowest mean squared error. The 10-fold cross-

validation plot of LASSO regression had been showed in Figure 1. 

 

Figure 1: 10-fold cross-validation plot of LASSO regression model 
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The first dashed indicated the optimal value of log 𝜆 (6.12) with the minimum mean squared error, 

then obtained the optimal lambda, 𝜆 value of 454.0202 and further used to apply in the forming of 

LASSO regression model. The LASSO regression equation included COVID-19 pandemic period is 

shown in Eq. 7. 

�̂� = −1379683 − 8826𝑥1 + 3863𝑥2 + 9920𝑥3 + 62.23𝑥5  Eq. 7 

There were two economic indicators were shrunk to zero such as inflation rate and tourist arrivals 

while the remaining 4 economic indicators were non-zero. The tourist arrivals shrunk to zero due to its 

higher collinearity value with other independent variables that lead to overfitting for the regression 

model. Also, LASSO regression would shrink the least important variables to zero, thus inflation rate 

contributes the least Pearson correlation coefficient with criminal cases, then caused it shrunk to zero 

and removed from the LASSO regression model. 

3.5 Ridge Regression 

       The Ridge regression allowed to use all the predictor variables in the regression model with adding 

tuning parameter. This Ridge regression model included COVID-19 pandemic period, all the 51 

observations and 6 independent variables or economic indicators had included in order to obtain the 

regression model. The 10-fold cross-validation plot was used to identify the optimal lambda, 𝜆 and the 

plot as shown in Figure 2. 

 

Figure 2: 10-fold cross-validation plot of Ridge regression model 

 

The first dashed lines indicated the optimal value of log 𝜆 with 7.2 since it had the lowest mean 

squared error. Then, the optimal lambda, 𝜆 value (1419.138) was obtained which was allowed to obtain 

the Ridge regression model. The equation of Ridge regression model included COVID-19 pandemic 

period is shown in Eq. 8. 

The Ridge regression model showed there were no zero coefficients was obtained from the model. 

All the economic indicators were included and allowed to make predictions of criminal cases in the full 

model. 

3.6 Interpretation for Regression Models Included Influence of COVID-19 Pandemic Period 

All the regression models used 51 monthly observations and there were not any observations being 

removed from the dataset from conducting outlier analysis through Mahalanobis distances. 

Additionally, all the result for intercepts obtained from OLS, LASSO and Ridge regression models were 

nonsensible due to the negative intercept obtained from the models. These nonsensible intercept had 

�̂� = −1669295 − 11589 𝑥1 + 10871 𝑥2 + 8374 𝑥3 + 676.74 𝑥4 + 69.27 𝑥5 + 3038𝑥6  Eq. 8 
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been validated as compared to the OLS regression models prior to the COVID-19 period which showed 

the intercept is positive. This explained the fluctuation of the data that occurred during the COVID-19 

pandemic period had affected the intercept of all regression models become negative. However, the 

estimated coefficients of the regression equations (OLS, LASSO and Ridge) show sensible have clearly 

show sensible and allowed the regression models to predict for criminal cases. 

The performance of each regression model involved the period of COVID-19 pandemic was studied 

by using mean squared error (MSE), number of independent variables used, R-squared and adjusted R-

squared. Table 1 shows the summaries performance of each regression model that is used to predict 

criminal cases using economic indicators. 

Table 1: Summaries of models with influence of COVID-19 pandemic 

Regression model MSE Number of independent variables R-squared Adjusted R-

squared 

OLS regression 312000000 2 52.5% 50.5% 

LASSO 

regression 

304019364 4 55.7% 51.8% 

Ridge regression 314247886 6 56.2% 50.2% 

 

For the OLS regression, it used only two economic indicators which were the least independent 

variables used but contribute the second highest MSE, the lowest R-squared value while compared to 

another two regression models. However, the adjusted R-squared of OLS gave the second higher result 

which indicated this model does not include the variables that with no or little importance toward 

criminal cases.  

Next, the LASSO regression models were using 4 independent variables to form a criminal case 

regression model, as well as the total variation of criminal cases, could be explained by 55.7%. 

Although, the R-squared value was in between OLS and Ridge regression, but it adjusted R-squared 

value given the highest value which illustrated the additional input two variables had added a significant 

value to the model. The MSE of LASSO regression is the lowest and indicated it is the least error as 

compared to other regression models. 

While for the last Ridge regression, it allowed to use all the 6 economic indicators to form a 

prediction of criminal cases model which had the highest R-squared value but given the highest MSE 

and the lowest adjusted R-squared value as compared to other regression models. This result show 

Ridge regression was the least accurate regression model. 

Among the analysis had conducted for various regression models, although Ridge regression 

showed the R-squared value was the highest, however, ridge regression only increases by 0.5% 

variation by adding two more economic indicators as compared to the LASSO regression model. The 

additional two economic indicators had made the Ridge regression model become more complex 

regression and the additional variables did not contribute any significant value to the model and even 

increase the MSE as compared to LASSO regression. Thus, the LASSO regression model tends to do 

well and leave 4 economic indicators that had influence on the criminal cases. Lastly, LASSO regression 

was able to obtain a simpler model than Ridge regression and greater accuracy as compared to OLS and 

Ridge regression, thus LASSO regression was the most suitable to use as prediction of criminal case 

model with the influence of COVID-19 pandemic that keep continue happened in Malaysia. 

4   Conclusion 

In this research, it can be concluded the influence of the COVID-19 pandemic had largely affected 

the data and it was validated by comparing to the analysis prior to the COVID-19 pandemic period. The 

results for the Pearson correlation coefficient show inflation rate had a very weak correlation with 
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criminal cases which show the total opposite change as compared to the correlation coefficient prior to 

the COVID-19 pandemic period which indicated as the highest correlation coefficient with criminal 

cases. Furthermore, the variable selection done by LASSO regression and OLS regression showed 

consumer price index and KLCI were the key economic indicators to predict criminal cases after 

including the influence of the COVID-19 pandemic. There have two more economic indicators included 

in the LASSO regression such as unemployment rate and participation rate which illustrates both 

economic indicators were still acting as important variables to predict criminal cases after the influence 

of the COVID-19 pandemic. Among the performance of the regression models, the LASSO regression 

model could well explain the criminal cases by using 4 economic indicators in the condition of less 

errors and a better fit model. Although the regression models under the influence of the COVID-19 

pandemic had been found for the negative intercept which had been proved by the cause of the COVID-

19 pandemic that occurred in Malaysia, however the negative intercept would not affect the predictive 

criminal cases models since the estimated coefficients are sensible, thus allowed regression models to 

make prediction for criminal cases. 

In future, more in-depth research on criminal cases related to economic indicators is needed. More 

data observations should be included in order to obtain more accurate results; thus, it could reduce the 

margin of error and reduce the fluctuation within the data caused by the pandemic of COVID-19. 
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