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Abstract: This paper presentise use of a deep learniognvolutional neural networl|
to recognize different human faces images. This study used thréipeddeep
CNN modek to solve a threelass clasification problem, which are three differe
person faces imagesbhis work also aims to provide a quantitative assessment ¢
classifer's dependability based on performance measrdisis preliminary study,
we used 1@ human faces imagés traindeepCNN models Using the results fron
three different deep CNN models (AlexNet, DenseNet201 and GooglLeNttis
study assesses therformance of the trained classifier and finds that it performs
well in the prediction of validation datiihe best performance result is AlexNEhe
parameter metrics of the batch size, the number of epochs, vali
frequency and learning radéeeusingto train CNN models of\lexNetarel0,

25, 35 and 0.001respectivelyTheefore, themean accuragytraining accuracy.
validation accuracy andrror rateusing AlexNet are 90.48 percent, 87.00 perci
90.48percentand0.52 percent, respectiyellt is concluded that the trained model
capable of classifyinthree different person facell. In the uture, more data coul
be utilized in the traininghetwork to improve thaccuracyof the models Another
possible apmrach would be to integrateiman faces imagp from different imaging
modalities in the training to increase the variety of datasets on which a deep le
model can develop.
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1. Introduction

Face recognition istechnology that uses a picture, video, or other audiovisual feature of a person's
face to identify or auth®icate a persofi]. This identifier is typically used to get access to a programme,
system, or service. It is a biometric identification apprahelh employs body measurements, in this
case lhe face and head, to validate iaglentity of a persorthrough their facial biometric pattern.
Biometrics has gained popularity as a result of the need for trustworthyngkerdentification in
computeried acess control. Fingerprinfg], speech [3]signature dynamidg], and face recognition
[5] are among the biometrics being studieéntity verification products hawairpassed $100 million
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in sales f]. Face recognition has the advantage of being amousive, passive method of confirming
personal identity.

In terms of algorithmshie convolution layer of CNN share parameters. This has the advantage of
lowering memory needs aolwering the number of parategs to train. As a result, theerformance
of the algorithmhas been enhancedther machine learning techniques, on the other hand, need us to
conduct preprocessing or feature ecti@ on the images. When utilig deep CNN for image
processing, however, we rarely need to perform these proce@ihes.machine learning algorithms
are unable to achieve thils.order to obtain high accuracy, more research on effective andawg
face recognitions requiredFirst, the transformation of labelled datdara usable format prior to the
trainingphase is commonly required for the successaithine learning systems. Thiskes it possible
for the chosen machine learningaidithm to understand the daRre-processing a large amount of data,
on the othehand, is expensive becausé&édguently neds a lot of human effoBesidesthe qualities
of the data used as inputs have a significant impact on the performance of present machine learning
algorithms. Furthermore, a solid feature representation is required for marnyor&hlmachine
learning @plications. The deep learning method, which comprises of rhajiers with many
parameters in order to categorise objects with high accuracy, frequently require a long training period.
As a result, a different strategy such as #pagling is employed toeduce the size of feature maps in
order to reduce computation complexity and, as a result, trainingltivaaise of preéraineddeepCNN
models AlexNet, DenseN&01and GoogLeNetfor quick classification oface recognitiorusing40
imagesfor each pemnis presented in this paper

2. Methods

The method and process usedliis project to do the performance comparison of face recognition
with AlexNet, DenseN&201and GoogLeNet CNN modelsll of the work is done with the MATLAB
R2021asoftware. Figure 1 depicts the methodology workflow.

Load Pre-
. . Image Pre- .
trained Pre-trained rocessing & Network Displav
Network & s MNetwork P = Performance » R P 1‘
o I i > . *| Result
Preparation of Modification NEtI:l::ulrk Evaluation
Diata

Figure 1: General workflow of the tasks in this project
2.1 Face detection using Haar cascades

An accurate numerical definition in a face detection algorithm must be used, so that human faces
are set apart from other objects in a given image. With weak classifiers, such a committee can be created
to form a strong classifier by employing a voting s To construct classifiers, the Vidianes
algorithm uses Hadike rectangle characteristics. Between the image and somelikaaattern, a
Haarlike rectangle function is a scalar product. This Héar rectangle box will be used to do face
detecion and classified it as different part on facial features.

2.2Load pretrained network and preparation of data

The image capture is done by using MATLAB software with webcam and snapshot syntax. The
image sizds set t0227x22%3 pixels After the human face images had been colleaiedpCNN
modelis used to do the training for all data that had been colleCtezlentire path tthe folder where
the imagse were saved using thATLAB syntax, fullfile. The MATLAB syntaxof imageDatastore
used to load human faces images. These imagee named after the foldewkich were Andy, Kai
Lum, and Yon#long. These folderare stored as object property data in MATLAER format after
these folders we called into theMATLAB software platform. A data store allows big datasets to be
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stored een if they do nbfit in memory, and it allows for fast image batch reading dudiegpCNN
training. Following that, each classef human faces images meseparated into training and validation
data sets. His research employed 70% of the imagéked at randorof each foldeffor training and
30% for validation.The image files werpartitionedinto new datastorassing theMATLAB syntax of
splitEachLabel Then, AlexNet, DenseN2®1 and GooglLeNetdeep CNN models were usedn
MATLAB, these pretrained CNN models were invoked. Before the-ppagneddeepCNN models
could be acessed, a Deep Learning Tooldwed to be installed heanalyzeNetworMATLAB syntax
was used to illustrate the AlexNdDenseNet01l and GooglLeNetnetwork architecture and gather
information from each layemheinputSizeMATLAB syntax wasused to resize the input imageshe
desire input image size of ptaineddeepCNN models.

2.3 Pretrained Network Modification

The layer graph wa extracted from the piteained AlexNet DenseNeé201 and GooglLeNet
networls for training on the studied human face inmgsing thdgraph MATLAB syntax. This used
to adapt thanetwork for the unigque goal of recognize human faEes this threedeepCNN models
the retrieved layers were replaced with new laydrieh were Fully ConnetedLayer, Softmax Layer
and Classification Output Laydhat were tailored to the new datasets.

2.4 Network preprocessing and train network

The network was prrained.The MATLAB syntax of augmentedimageDatastore usédcreas
the variety and amount of images used in the training process. This study usadgiwentation
strategiegfor training and testingwhich is a welknown strategy for avoidingverfitting. Each image
was randomly augmesd using the techniques outlined above, with these images substituting the
originalimages in the training, totak@magedrom three different label foldert is critical to define
hyperparameteralues during training, the performancedeepCNN models werstrongly dependent
on them.In this training process,he batch size was set to 1@alidation frequency was set to 35
iterationsand the learn rate was set to 0.00fke number of epochs wast to 6 for AlexNet, 25 for
DenseNe201and 2 for GooglLeNet. The number of epochs was depending on the training accuracy and
validation accuracy to whole training progress with 100%, hence the number of epochs can be observed
to avoid over trainingThe modified deepCNN models was trained ten times in total for edebp
CNN modelsThe top three run®sultsof training accuracy and validation accuracy were then utilized
to evaluate and analgzheperformance ofleepCNN modelperformance.

2.5Networkperformance evaluation

After the training sessions, the performance of traieelhbCNN models werevaluated using
validation data fromhree of the bedrained modelsin this paper, accuracyerror ratetraining
accuracyandvalidation accuracwre all used to evaluateedeepCNN modes prediction capability
The ideal number for the error rate is 0%, while the worst value is 1P@Anwhile, the higést
accuracy value is 100, while the lowest is 0%.

2.6 Display result

At the end of thdraining deepCNN models sessions, the predicted image and actual iofage
human faces images werkBosen from the validation dataset would be provided at the conclusion

3. Results and Discussion

AlexNet, DenseN&201 and GooglLeNet wergainedto recognize specific persarsingdifferent
datasets of imagés theMATLAB . Figure 2 Figure 3 and Figure 4 illustrate thehematic of the pre
trained AlexNet DenseNe201 and GoogLeNetayer architecture interactively displayed with the
MATLAB syntax of analyzeNetworkespectively In order to extract significant information, the
architecture displays the different layers and arrangements of convolutitmapooling softmax,
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fully connectedand rectified linear activation (ReLU) layefhie MATLAB syntax used for AlexNet,
DenseNet201 and GooglLeNsettrain the network to recognize imagesreg=alexnetg=densenet201
andg=googlenet

Figure 5depicts theperformance of AlexNet network in image lalotssification as the training
process progressed. The accuracy of the trained model using validation data, as well as the training time
utilizing are also presented in the figuiighe simulation is repeated ten times in thiskvOn average,
it takes 3@ seconddo train an AlexNet networklhe graph in Figure Bepicts loss as a function of
iteration, illustrating thatheloss decreases as the iag process progresses.
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Figure 2: Transfer learning layers in AlexNet
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Figure 5: Plot of training progress for human faces images recognition using AlexNet

As the training process progressed, Figure 6 displays the performance of the DenseNet201 network
in picture label categorization. The figure also shows the accuracy of the trained model when using
validation data, as well as the training time. In this work, the simulation is performed ten times. A
DenseNet201 network takes 679 seconds to train acagee

As the training process progressed, Figure 7 displays the performathee@bogleNet network
in imagelabel classification. The figure also shows the accuracy of the trained model when using
validation data, as well as the training time. In this work, the simulation is performed ten times. A
GoogLeNet network takes 421 seconds to train on average.
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Figure 6: Plot of training progress for human faces images recognition using Denselg6éi
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Figure 7: Plot of training progress for human faces images recognition using GoogLeNet

Table 1, Table 2 and Table 3 shdte accuracy othe training and validatin of ten different
training sessions using AlexNet, Dense?tdtand GooglLeNet respectively. These training sessions
were done by LENOVO Legion Y540 with 8GB RAM of DDR4 2666 MHz and ninth generation Intel
Core i7 processoil he training time between AlexNdDenseNet201 and GooglLeNet were different.
DenseNet took the most time, GoogLeNet took the secmrst time and\lexNet tookthe least amount
of time to train the images. AlexNet has eight layers with learnable parameters, hence it took least of
the amounhof time to train the network. DenseNet201 has 201 layers deep used to do training sessions,
so it took the most of the time. GoogLeNet architecture consists of 22 layers which the amount of layers
not more than DenseNet and less than AlexNet, therefdoek the training time between them.
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Table 1: The accuracy of training and validation for 10 different training sessions of AlexNet

Training session indexj  Training accuracy (%)  Validation accuracy (%)

1 100.00 100.00
2 100.00 100.00
3 40.00 71.43
4 100.00 100.00
5 100.00 100.00
6 100.00 100.00
7 50.00 47.62
8 80.00 85.71
9 100.00 100.00
10 100.00 100.00
Average 87.00 90.48

Table 2: The accuracy of training and validation for 10 different training sessions of DenseNzi1

Training session indexji ~ Training accuracy (%) Validation accuracy (%)

1 100.00 100.00
2 80.00 86.11
3 70.00 91.67
4 100.00 97.22

5 100.00 100.00
6 60.00 33.33
7 90.00 97.22

8 100.00 100.00
9 80.00 94.44
10 60.00 58.33
Average 84.00 85.83

Table 3 The accuracy of training and validation for 10 different training session®f GoogLe\et

Training session indexjii ~ Training accuracy (%) Validation accuracy (%)
1 100.00 100.00
2 70.00 65.56
3 20.00 33.33
4 98.89 98.89
5 70.00 66.67
6 40.00 66.67
7 100.00 92.22
8 90.00 100.00
9 100.00 100.00
10 30.00 33.33
Average 71.89 75.67
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Table 1 Table 2 and Tablg show that the results terms of bothtraining and testing accuracy,
among thaen times training sessiorf&.om the comparison, AlexNet has the tmgtomejn term of
both training andesting accuracycompare with others Table 4shows theaverage performance
metrics oftraineddeepCNN models tlat were chosen for furthanalysis

Table 4: Performance metrics based on the average valuestadining sessons

Deep CNN Models

Performance metrics AlexNet DenseNet201 GoogleNet
(Average)
Error rate 0.52% 14.17% 24.33%
Accuracy 90.48% 85.83% 75.67%
Training accuracy 87.00% 84.00% 71.89%
Validation accuracy 90.48% 85.83% 75.67%

Figure 8shows the confusion matrix of validation imagi@ising the trained model froinF 1,
ii=1 andiii=1.

Confusion Matrix

100 0 0
Andy 33.3% 0.0% 0.0%
Kal Lum U il N
Ak 0.0% 33.3% 0.0%
2]
]
=
L&)
S
=]
— 0 0 100
onghong 0.0% 0.0% 10.3%
100%
0.0%
By £ s
¥ & &
-4
Target Class

Figure 8: Confusion matrix on validation dataset from training session of = 1,ii=1 andiii=1
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Figure 9 shows the testing of random human faces images recognize results of different person
images for AlexNetDenseNet201 and GoogLeNet for one training dataset imadegji=1 andiii =1.

Predicted: Kal Lum, Actual: Kai Lum Predicted: Yong Hong, Actual: Yong Hong Predicted: Andy, Actual: Andy

Figure 9: Example of predicted image and actual image using trainindeepCNN models
4. Conclusion

From the resultsjt can be concludedhat the accuracy of face recognition using AlexNet
convolutional neural network is the highest, compare to DenseNet201 and GoogLeNet. The viability of
utilizing a modified prerained AlexNet DenseNet201 and GoogLeNet recognizehuman faces
imagesdataset was demonstrated in this research. In majority of the validaticonsesisis research
discovered higher trainiraccuracyard validation accuracgyas well as a loer errorratebetween these
threedeepCNN training modelsThis study suggested thatdine improvements to the accuracydeep
CNN model classification can be madesoftmax classification layer, a fully connected layer and
several convolution layers make up the deep CNN models. This model is used to optimipel¢he
parameters by training the input face image data set. Lastly, the performance metric demonstrates that
deep CNN model, AlexNet, is an excellent choice for face recognition and that it may be enhanced
further.

Adaptive crosshecking techniques, sudcks class activation mpimg (CAM), could also be
utilized for this. CAM can be used to see if a certain part of an input ioidgenan face "confused"
the convolutional neural netwqgrkesulting in inaccurate prediction. The capacity to detectrieco
predictions in the foundation afeepCNN modelswould allow for the creation of a network with
improved classification performancehis will needto increase the amount datasetbeing included
in the trainingprogressThis could ivolve the usage of gort orimages in the future to boost picture
diversity and dataset size.
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