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Abstract: Recently, there has been a growing trend in the popularity of robots capable 

of performing complex tasks without human intervention, such as differentiating and  

picking up products with various shapes. These robots have found applications in 

diverse fields like manufacturing and servicing. To enable object recognition, 

artificial intelligence (AI) technology is essential for the robots. However, 

implementing AI algorithms is challenging and requires significant computational 

power. Additionally, for mobile robots, the use of microcontrollers is not an optimal  

choice; embedded processors are preferred. This paper introduces a system for 

recognizing 3D geometric shapes, employing YOLO v8 implemented on a Raspberry 

Pi. The proposed system combines computer vision techniques, a webcam, and a 

Raspberry Pi to identify two classes of 3D geometric shapes: cubes and spheres. The  

experimental results demonstrate that the system achieves an impressive mean 

average precision (mAP) of 98.3%, precision of 97.3% and recall of 94.4%. It is worth 

noting that the system is cost-effective, easily integrated into existing setups due to 

its compact form factor, high mobility, and low power consumption. In summary, the 

proposed 3D geometric shape recognition system demonstrates the potential of 

employing YOLO v8 on Raspberry Pi for real-time, affordable, and highly accurate 

3D object recognition. 
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1. Introduction 

Object recognition is an area of computer vision where a robot can detect objects in an environment 

using a camera or sensor that is capable of extracting images of the robot's surroundings [1]. Object 

recognition based on their shapes is a crucial task in computer vision particularly in understanding 

digital images [2]. If a robot can recognize its environment and acquire this information using object 

recognition, it will be able to perform more complex tasks, such as grabbing objects or moving around 

in an environment. There are a lot of application areas depending on shape recognition that may include 

robotics, medical applications, and assistance for the impaired [2].  
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Robots commonly perform simple and repetitive tasks in various industries. However, their 

effectiveness is reliant on human intervention. Complex tasks, such as distinguishing and selecting 

products with diverse shapes, remain challenging for robots to accomplish autonomously. Several 

object recognition systems utilizing the You Only Look Once (YOLO) approach have been proposed. 

Notably, existing works have suggested the implementation of an object recognition system using 

YOLO on a Raspberry Pi, as documented in [4-7]. This paper aims to design a system capable of 

identifying and recognizing various types of 3D geometric shapes using YOLO v8. The approach 

involves training the model on a publicly available dataset and subsequently implementing and 

validating the design on a Raspberry Pi. This system boasts cost-effectiveness, easy integration into 

existing setups due to its compact form factor, high mobility, and low power consumption. 

2. Methodology 

2.1 Overview of the work 

Figure 1 illustrates the overview of the work. A total of 200 images categorized to 100 cubes and 

100 spheres are selected for the training of the model from M. Wielgosz [8]. The annotation of dataset 

was using Roboflow annotation tool to label the dataset. The number of images has increased to 420 

images after the preprocessing and augmentation in Roboflow with the image size 640 pixels by 640 

pixels. The dataset is exported from Roboflow in a snippet of YOLO v8 format generated by Roboflow 

and is utilized within the Jupyter notebook in Google Colab for the purposes of training, validating, and 

testing. Once the dataset achieves an optimized mean average precision (mAP), precision and recall 

score of over 90% respectively, the model is deployed to the Raspberry Pi. Subsequently, experimental 

work involving real objects is conducted using a webcam. 

 

Figure 1: Overview of the work 

2.2 Working principle 

Figure 2 shows the working principle of the 3D object recognition system explained in the form of 

block diagram. YOLO v8 algorithm is used to train the model and Python is used for the coding of the 
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system. The camera model Logitech C310 is used to detect the 3D objects such as cube and sphere in 

real time and the results are displayed in a window. In addition, the Raspberry Pi Model 4B with 8GB 

RAM is utilized for the system implementation. 

 

Figure 2: Block diagram of the system 

2.3 Hardware components 

2.3.1 Raspberry Pi 

Raspberry Pi 4 Model B (Figure 3), a compact computer board, is ideal for processor industrial 

works. It comes with an 8GB RAM, 64-bit ARM Cortex-A72 and quad core. It also features a 

convenient micro-SD card slot for loading operating system and data storage. With built-in Wi-Fi and 

Bluetooth, it facilitates wireless connectivity for external communication. 

 

Figure 3: Raspberry Pi 4 

2.3.2 Webcam 

The Logitech C310 HD Webcam (Figure 4) is used in this work for capturing real time objects such 

as cube and sphere with 720 pixels. It is a portable and great tool for taking pictures via USB port in 

the Raspberry Pi. With its 60° diagonal field of view and auto light correction, this will elevate the 

visual output. 

 

Figure 4: Logitech C310 HD webcam 
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2.3.3 Software setup 

A total of 200 images categorized to 100 cubes and 100 spheres are selected for the training of the 

model from M. Wielgosz [8]. Figure 5 shows the pseudocode of the system, which consists of seven 

parts. Firstly, the system needs to import necessary modules such as base64, json, time, as well as 

libraries including cv2 and requests. Then, it reads and loads a JSON configuration file that contains 

the API key, Roboflow model, Roboflow model ID, and Roboflow version number. A URL is 

constructed to call the Roboflow API for object detection in the system. 

 

Figure 5: The pseudocode of the system 

Next, the system initializes the access to the webcam by creating a video capture object. A function 

named 'infer' is defined to capture objects from the webcam, resize and encode them, and send them to 

the Roboflow Infer API for prediction. The API response is parsed, and the bounding boxes and class 

labels of the objects are drawn on the image using OpenCV functions. 

The main loop continuously captures images, performs inference, and displays the detected objects' 

results. Additionally, it calculates and prints the achieved frames per second (FPS). The loop continues 

until the user presses 'q'. Upon pressing 'q', the system stops executing, and all open windows are closed. 

2.5 Performance metrics 

To evaluate YOLO models, mean average precision (mAP) is involved as a performance metric. 

mAP is defined in Eq. 1 and commonly used as a metric to measure object detection performance, 



Chek et al., Evolution in Electrical and Electronic Engineering Vol. 4 No. 2 (2023) p. 158-164 

162 
 

encompassing precision-recall (PR) area under the curve (AUC), and Intersection over                         

Union (IoU) [9]. 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁

𝑖=1

 Eq.1 

𝐴𝑃𝑖 = Average precision of each class 

N = Total number of classes 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)
 × 100% Eq.2 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)
 × 100% Eq.3 

 

Recall reveals the model ability to identify positive instances while precision shows the accuracy 

of the positive predictions made by the model. Recall and precision can be calculated by using Eq.2 and 

Eq.3, respectively. 

3. Results and Discussion 

Using the YOLO v8s with default parameters, the model is trained through 100 epochs and the 

result of mAP50 is considered for performance analysis as the Intersection of Union (IoU) is within 

50%. Figure 6 presents an epochs curve that shows the relationship between the number of training 

epochs and the performance of the machine learning model. Number of training epochs is represented 

as x-axis which implies the quantity of the model iteration over the training dataset while y-axis portrays 

the evaluation metric. Ideally, the graph was expected to follow the orange dotted line. However, the 

graph shows a sudden spike at the early first epoch and a dip at the third epoch and 21st epoch. This 

scenario is common during the initial stage of training as it is also depicted in This scenario is common 

during the initial stage of training as it is also depicted in [10] - [11]. This is attributed to in the early 

stage of the training, the model undergoes parameter adjustments in order to determine the most 

favorable configuration [11]. As the training progresses, the model is converging towards optimal 

performance where it follows the ideal shape of the curve due to the model becomes familiar with the 

data [11]. 

 

Figure 6: mAP 50 of the trained results 
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Based on Figure 7, a curve of precision against recall is presented and it shows that the model is a 

near to perfect model as point one corresponds to threshold [0, 1] and point two corresponds to 

threshold= 0 and the area under the curve (AUC), AUC = 1. For cube, the precision is about 0.995 and 

for sphere, the precision is about 0.995. In short, the model is a near to perfect model because the use 

of YOLO v8s that increase 20.05 % for detection and increase 1.12% for classification [12].  

 

Figure 7: Precision and Recall curve 

Additionally, to demonstrate real-time functionality, the proposed system is implemented on the 

Raspberry Pi, as depicted in Figure 8. 

  
(a)  (b) 

 
(c) 

Figure 8: Tested in real time of (a) spherical, (b) cubical and (c) multiple shapes objects 
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4. Conclusion 

In conclusion, this study successfully implemented a real-time 3D geometric shape recognition 

system using YOLO v8 on the Raspberry Pi platform. The main contribution of this work is 

demonstrating the Raspberry Pi's capability to utilize machine learning algorithms and achieve an 

impressive mAP value of 98.3%, precision value of 97.3% and recall value of 94.4%. 
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