
 

JOURNAL OF SOFT COMPUTING AND DATA MINING 
e-ISSN: 2716-621X 
 
 

JSCDM 
Vol. 5 No. 1 (2024) 104-121 
https://publisher.uthm.edu.my/ojs/index.php/jscdm 

   
 

This is an open access article under the CC BY-NC-SA 4.0 license. 

 
 

Examining the Behaviors and Preferences of Online 
Shopping Customers Using Clustering Techniques 
Randa Mokhtar Hussein1, Khai Wah Khaw1*, Amira Gaber2, XinYing Chew3 

1  School of Management, 
Universiti Sains Malaysia, 11800 Minden, Penang, MALAYSIA 

2  System and Biomedical Engineering Department, 
Cairo University, EGYPT 

3  School of Computer Sciences, 
Universiti Sains Malaysia, 11800 Minden, Penang, MALAYSIA 

 
*Corresponding Author: khaiwah@usm.my 
DOI: https://doi.org/10.30880/jscdm.2024.05.01.009 

Article Info Abstract 
Received: 1 December 2023 
Accepted: 25 April 2024 
Available online: 21 June 2024 

In recent years, e-commerce systems have expanded and been used by a 
variety of businesses. The e-commerce system is an online platform for 
selling and promoting products to customers. Customer segmentation is 
a technique of putting customers into groups based on shared traits. 
The purpose of customer segmentation is to determine a company's 
target market's purchasing habits, identify trends among various 
customer segments, and assess customer loyalty. This information helps 
the business develop targeted marketing campaigns that increase the 
number of profitable and devoted customers it serves. It is more 
challenging to secure a customer base in the age of globalization and 
digitization since consumers have been given many options for making 
purchases. While obtaining clients is the key objective of any firm, the 
results of this study will assist the organization in developing a range of 
research criteria to determine the strategies it uses for marketing. 
Certain unsupervised machine learning techniques were employed in 
this study to examine customer data. Clusters develop in unsupervised 
machine learning methods. This business must concentrate and 
dedicate all its resources to providing superior customer service to its 
consumers. In this paper, we have employed the technique of principal 
component analysis (PCA) for dimensionality reduction and k-means, 
agglomerative, DBSCAN to determine the customer's segment. The 
findings of this study are that k-means algorithms gave a 0.41 silhouette 
score when they clustered into 5 clusters, the agglomerative algorithms 
gave a 0.4 silhouette score when they clustered into 4 clusters, and 
DBSCAN algorithms gave a 0.44 silhouette score when they clustered 
into 2 clusters. The best model based on the performance is k-means. 
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1. Introduction 
The term "e-commerce," or electronic commerce, refers to a type of business in which trade is conducted over 
the Internet. It altered the nature of business, encouraging the creation of new economic players, new business 
models and new chances for both businesses and consumers. 

"E-commerce" is the exchange of funds and data to carry out transactions including the selling and 
acquisition of products and services over the internet [18]. E-commerce platforms make it easier to find product 
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information so you can compare and make decisions [28]. Businesses need to rethink their strategies for 
marketing because of the digitalization of both information and non-information items that were caused by 
advancements in technology and the expansion of the internet. The development of an online marketplace that 
challenges the traditional industry has led to heightened competition [28]. Electronic commerce has grown 
because of businesses involving the electronic market in their strategy to expand accessibility and get access to 
the worldwide market. In 2022, the global e-commerce market was predicted to grow to the number of USD 5.55 
trillion. Online sales made up 17.8% of total sales in 2020, but in only five years, the share of e-commerce is 
predicted to climb to 24.5% by 2025, 37.6% [27]. 

Online purchasing is currently regarded as the most common trading pattern worldwide in the realm of e-
business. The purchasing preferences of customers fluctuate in such an online setting. Selling organizations 
consequently need this superb customer-oriented marketing technique, which uses a clustering algorithm; an 
unsupervised learning method to predict client online behaviors based on customer segmentation [33]. 
Unsupervised learning is the technique of using unconventional analysis of data to extract valuable insights. In 
unsupervised learning, not one attribute is more significant than any of them, in contrast to supervised learning 
techniques that predict a target of interest. As a result, inputs exist but no supervising output occurs with 
unsupervised [9]. 

One of the increasingly significant uses of unsupervised learning techniques in machine learning and data 
science is customer segmentation, often known as market segmentation. Client segmentation is the practice of 
dividing a client base into multiple groups based on common traits that are important for marketing, like age, 
gender, income, and other purchasing patterns. Businesses may better understand their target audiences, 
identify the correct groups to target, and create marketing strategies that work for each of those groups by using 
segmentation [21]. 

In recent years, the competition between companies has increased in the field of e-commerce. The 
companies began to find solutions to be leaders in this field by investing more money in marketing strategies, 
but this was not enough to achieve the target they aimed to reach. Thus, they started to make customer 
segmentation to better understand the behavior of customers so it would be easier for them to make 
recommendations based on the behavior of each segment. 
The objectives of this study are as follows: 

RO1: To develop a set of best practices for implementing customer segmentation in the e-commerce 
industry. 
RO2: To develop machine learning models for customer segmentation. 
RO3: To compare unsupervised machine learning models to determine the best performance in predicting 
clusters for customer segmentation. 
RO4: To provide companies in the e-commerce sector with recommendations and useful insights to help  
them to increase their sales and achieve more profits. 

2. Literature Review 

2.1 Machine Learning Algorithms (ML) 
These articles, ([23]; [17]) defined Machine Learning as a scientific examination of algorithms and statistical 
models that computer systems employ to carry out a particular task without being explicitly programmed. 
Several methods are used in machine learning to address data-related issues. The type of method used will 
depend on the type of problem you want to solve, how many variables there are, and what form of model will 
work best. The author highlights that because machine learning can handle complicated and large datasets, 
automate processes, and enhance decision-making, it has attracted a lot of attention and importance. Mahesh 
also discusses reinforcement learning, unsupervised learning, and supervised learning—the three primary 
categories of machine learning [8]. A review of several machine learning algorithms and their uses in various 
fields is given in this paper [23]. 

According to [3], unsupervised machine learning is a kind of machine learning in which a model builds up 
patterns and structures from the data without the need for indicated examples or clear instructions. 
Unsupervised learning does not need predetermined class labels or target variables, in contrast to supervised 
learning. Rather, their emphasis lies in identifying unknown patterns, groups, and connections within the data 
and finding outliers, or dividing data into useful categories. They can be applied to dimensionality reduction, 
association rule mining, and clustering tasks [3].  

This article, [24] emphasized the importance of clustering algorithms in combining related data points and 
guaranteeing dissimilarity between various groups. And covered the significance of customer segmentation in 
marketing and business analytics ([19]; [20]). An overview of the different clustering algorithms available for 
machine learning-based customer segmentation is given in this paper [24].  
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According to [26], clustering is a technique for locating common groups within a set of data. When 
compared to other group entities, the entities within each group are relatively more similar to each other. 
Cluster-based segmentation has been widely used in data-driven studies since the 1970s, particularly in 
marketing research [26]. 

2.1.1 PCA Analysis 
Principal Component Analysis, or PCA for brief, is an unsupervised machine learning technique that enhances 
data interpretability while retaining the most information. It can be used to analyze large datasets with the 
greatest number of variables, features, or dimensions. For this reason, we must lower the dimensions of the data 
before passing features or attributes through a classifier. PCA minimizes the issue of overfitting during the 
model-training phase by reducing the number of features or variables. PCA is a statistical technique that 
transforms a set of correlated variables into uncorrelated variables by using an orthogonal transformation; as a 
result, the principal components that we derive should be independent of one another [5].   

2.1.2 K-means Algorithm 
The K-means is the most widely utilized and common algorithm for clustering data into the appropriate number 
of groups [30]. Within a customer base, homogeneous groups can be found using the K-means method [25]. It 
allows for the customization of marketing campaigns to suit each customer's preferences and needs by dividing 
a dataset into distinct clusters according to similarity. Iteratively assigning data points to the closest cluster 
centroid, the method first selects initial centroids and then updates centroids based on the mean of the allocated 
points [25]. The goal is to identify K cluster centroids so that the total squared distance between each cluster 
centroid and the data points is as small as possible. One can calculate the within-cluster sum of squares (WCSS) 
by dividing the total number of clusters by the sum of squared distances [16]. 
 

Centroid Determination 

Ci = 1 /M ∑j=1 m Xj (1) 

Euclidean Distance 

d (p, q) = √(p1-q1)2 + (p2-q2)2 (2) 

WCSS determined by 
 

𝑊𝑊C𝑆𝑆𝑆𝑆=∑𝑁𝑁𝑁𝑁=1∑𝐾𝐾𝐾𝐾=1𝑟𝑟𝑁𝑁𝐾𝐾· ||𝑥𝑥𝑁𝑁−𝜇𝜇𝐾𝐾||2  (3) 

2.1.3 Hierarchical Clustering Algorithms 
Hierarchical clustering or HCA establishes the cluster assignments. A dendrogram, or tree-like diagram with a 
hierarchy of points, is created by these algorithms. Using a depth-cutting dendrogram, clusters can be created. 
As a result, k groupings of smaller dendrograms will be produced by [15]. There are two ways to achieve 
hierarchical clustering: top-down clustering and bottom-up clustering. In hierarchical algorithms, the clustering 
process may start with a single cluster made up of individual data points. The hierarchical clustering algorithm 
produces a binary tree-based data structure known as a dendrogram in order to solve the clustering problem. 

After the dendrogram is produced, the tree can be divided at different levels to obtain different clustering 
approaches for the same dataset rather than repeating the clustering process. It is both divisive (the top-down 
technique starts with one cluster and divides it into smaller clusters at each iteration) and agglomerative (the 
bottom-up approach starts with numerous clusters and combines them one by one at each iteration). 

 
Euclidean distance 

∑ (ai – bi) 2      (4) 

Manhattan distance 

∑ |ai – bi|       (5) 

Hierarchical clustering doesn’t require a pre-defined value ‘k’ for clustering. It uses a dendrogram to identify 
what number of clusters will give the best result. The hierarchical clustering method may be an agglomerative 
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method or divisive method, differing on whether the breakdown is formed in a bottom-up (merging) or top-
down (splitting) manner. 

2.1.4 Agglomerative Hierarchical Clustering  
The bottom-up strategy, also known as the agglomerative method, starts with each data point forming its own 
group. Up until all the groups become one group (the topmost level of the hierarchy) or until specific 
termination circumstances are met, it successively combines the data instances that are close to one another. 
The process of hierarchical clustering is often represented by a tree structure known as a dendrogram. It 
illustrates the grouping of data instances into a single entity. Similar data points are connected by lines whose 
vertical length indicates the distance between the data points. Data points are shown at the bottom ([31]; [13]). 

2.1.5 DBSCAN Clustering 
The Density-Based Clustering approach is the main algorithm called DBSCAN. The DBSCAN algorithm, as its 
name indicates, can extract unique groups or clusters of different sizes and forms from a huge amount of data 
that contains noise and outliers. The foundation of this technique is the idea that a cluster in the data space is an 
area of high point density, defined as such by the contiguous regions of low point density that divide it from 
other clusters. The data points that are "densely grouped" are combined into a single cluster by DBSCAN. By 
looking at the local density of these data points, this technique may locate clusters in big spatial datasets [10]. 

To determine the density estimation of the surrounding region of a particular data object, two input 
parameters are used: ε and minPts. To begin with, we must know the appropriate values for Eps and MinPts for 
each cluster, as well as at least one point from each corresponding cluster. ε is the radius of the object's local 
region (neighborhood), and minPts is the minimum number of data objects needed for the radius for it to be 
considered a cluster. With these suitable criteria, we can then get all density-reachable sites from the given point 
[12]. 

There are a few common types of unsupervised ML that are used in this study such as Principal component 
analysis (PCA), hierarchical clustering, k-means clustering, agglomerative hierarchical clustering, and DBSCAN. 
Summary of machine learning models shown in table 1: 

Table 1 Summary of machine learning models 

Machine Learning Models Explanation 
K-Means Classify observations into mutually exclusive 

groups (or clusters), such that observations 
within the same cluster are as similar as 
possible, whereas observations from different 
clusters are as dissimilar as possible [1]; [22]. 

PCA Analyze the data to identify patterns in order 
to reduce the dimensions of the dataset with 
minimal loss of information [1]. 

 
 
Hierarchical agglomerative clustering (HAC) 
 

This study used the hierarchical agglomerative 
clustering algorithm on a Credit card dataset to 
perform customer segmentation. Based on the 
obtained results from this study, the analysts 
were able to promote the appropriate 
marketing strategies that are more profitable 
[12]. 

DBSCAN DBSCAN algorithm identified objects based on 
bivalent logic [12], The existing techniques 
have not focused on the hybridization of 
DBSCAN with fuzzy [32]. 

2.2  Related Works Regarding Customer Segmentation by Using ML 
 In the marketing field, using customer segmentation is essential. Through the development of the most effective 
marketing plan, customer segmentation seeks to establish a relationship with the most profitable customers. 
Several statistical methods have been used to divide up the market, but their efficacy is significantly diminished 
by very large data sets. Optimizing the experimental similarity within a cluster and maximizing the dissimilarity 
between clusters is the goal of clustering. K-means clustering served as the basis for the segmentation that will 
be performed in this study; additional models will be used to confirm the findings. They also succeeded in 
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classifying the client into five clusters (k=5) based on the relationship between annual income and their 
spending score [26]. 

In the retailing field, using machine learning techniques with customer segmentation analysis.  The retailer 
can see their data entirely differently. That's why retailers are searching for low-cost, straightforward ways to 
implement clustering and explain how it could be used to segment their customer base. This paper emphasizes 
customer segmentation by using machine learning algorithms such as (K-Means and Agglomerative Hierarchical 
Clustering). The findings are that there are five or six clusters of customers with each cluster having unique 
purchasing traits that define them [30]. 

In the telecom field, Telecommunications companies were looking to increase customer loyalty as a result of 
growing customer churn rates and increased competition among operators. In order to produce higher-quality 
clustering results, this paper investigates dimensionality reduction on an actual telecom dataset and assesses 
customers' clustering in reduced and latent space, relative to the original space. There are 220 features in the 
original dataset, which correspond to 100,000 customers. Reducing the original data's dimensionality in this 
manner. After that, both the original and reduced data sets are subjected to K-means clustering [2].  

2.3 Related Works Regarding Customer Segmentation in E-Commerce by Using ML   
Online shopping is growing as the most common trading pattern in China's e-business landscape. According 

to statistics, RMB 10,632.4 billion was sold online nationally in 2019. The purchasing habits of customers 
fluctuate in such an online setting. Selling organizations therefore desperately need a great customer-oriented 
marketing strategy for data mining-based online behavior prediction. This paper uses RFM and K-means 
clustering algorithms to analyze customer purchase behaviors in a systematic way based on a company's online 
transaction data. Four categories of customers are created based on the way they make purchases ([4]; [6]; 
[33]). 

 Throughout the years, data logs were used to record customer behavior related to e-commerce access and 
product viewing. The length of time a customer spends viewing a product can be used as a variable in customer 
segmentation to determine how interested they are in it. Using information, techniques, and procedures from a 
customer segmentation study, this paper will examine customer segmentation. There were two types of data 
used for customer segmentation: internal and external. Purchase history and customer profiles were handled as 
internal data. These data are processed through many techniques: Purchase affinity clustering, supervised 
clustering, unsupervised clustering, and customer likeness clustering [29]. 

3. Methodology 
This section outlines the steps to conduct the study. In this study, the Python programming language was used 
throughout the project. The end-to-end flow consists of main steps performed to identify natural groupings or 
clusters within the data. Offering a deeper understanding of customer segments based on their personality traits 
and behavioral patterns. 

3.1 Data Retrieval  
The dataset that was used in this project is about customer personality analysis. This dataset which is 

publicly available on the Kaggle website is collected to study the behavior of customers in the e-commerce 
sector. It's provided by someone called Dr. Omar Romero-Hernandez and it consists of 2240 observations and 
29 features. The data is diverse between numerical features (26 columns) and categorical features (3 columns).  

The description of each attribute is shown below: 

Table 2 Dataset description 

Names Description 

ID                                              Customer's unique identifier                                        

Education Customer's education level 

Year_Birth                                      Customer's birth year                                      

Income Customer's yearly household income 

Marital_Status Customer's marital status 

Teenhome Number of teenagers in customer's household 

Kidhome Number of children in customer's household 
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Recency Number of days since customer's last purchase 

Dt_Customer Date of customer's enrollment with the company 

MntWines Amount spent on wine in last 2 years                                                         

Complain 1 if the customer complained in the last 2 years, 0 otherwise  

MntMeatProducts Amount spent on meat in last 2 years 

MntFruits Amount spent on fruits in last 2 years 

MntSweetProducts Amount spent on sweets in last 2 years 

MntFishProducts Amount spent on fish in last 2 years 

NumDealsPurchases Number of purchases made with a discount 

MntGoldProds Amount spent on gold in last 2 years 

AcceptedCmp2 1 if customer accepted the offer in the 2nd campaign, 0 otherwise 

AcceptedCmp1 1 if customer accepted the offer in the 1st campaign, 0 otherwise 

AcceptedCmp4 1 if customer accepted the offer in the 4th campaign, 0 otherwise 

AcceptedCmp3  1 if customer accepted the offer in the 3rd campaign, 0 otherwise 

Response 1 if customer accepted the offer in the last campaign, 0 otherwise                                                  

AcceptedCmp5 1 if customer accepted the offer in the 5th campaign, 0 otherwise 

NumCatalogPurchases Number of purchases made using a catalog 

NumWebPurchases Number of purchases made through the company’s website 

NumWebVisitsMonth      Number of visits to company’s website in the last month 

NumStorePurchases Number of purchases made directly in stores 

3.2 Exploratory Data Analysis (EDA) 

3.2.1 Descriptive Statistics 
Descriptive statistics are used to characterize or summarize features of a dataset, such as the mean, standard 
deviation, frequency, min and max of variables. The function that is used to describe the statistics for numerical 
data is df.describe (). T and the function that is used to describe the categorical data is df.describe 
(include='object'). 
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Fig. 1 Descriptive statistics for numerical columns 

This figure displays descriptive statistics for all numerical variables by using .describe ().T and it found that 
the Z_CostContact and Z_Revenue columns have std = zero which means that these columns have no meaning 
and won't give any useful insights so, they will drop from data by using .drop () function in python.  

 
        Fig. 2 Descriptive statistics for categorical columns 

This figure displays descriptive statistics for categorical variables by using .describe (include='object') and it 
shows that the Education variable has 5 categories, and the Graduation category is the most frequent with 1127. 
Marital Status has 8 categories, and the Married category has the most frequency with 864. 

3.3 Data Pre-processing  
This section will cover all pre-processing and transformation Steps including data cleaning, normalization, 
categorical variable encoding, feature scaling, and feature engineering. These procedures are crucial for 
guaranteeing that the data is in an appropriate format for analysis and modeling as well as for preparing the 
data for machine learning models. 

3.3.1 Handling Missing Values 
To ensure the reliability and accuracy of the analysis dataset and machine learning models, we handled missing 
values do not affect results. 

 First, we used isnull (). sum () function from pandas to check the numbers of nulls in the dataset. There 
were only 24 missing values in the income variable. The variable that contained missing values was a numerical 
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variable, so we replaced them with Median. Hence, the Median will not be affected by extreme values or outliers, 
we used fillna() function to fill them. 

3.3.2 Handling Duplicate Rows  
The duplicate rows are the rows that match perfectly across all columns. We used the .duplicated 
().sum()function from pandas to check for duplicate rows in the dataset, the dataset has no duplicates, which 
means that all rows in the dataset are actually unique. 

3.3.3 Removing Unnecessary Columns  
By reducing the number of columns in a dataset, operations such as data loading, processing, and analysis can be 
performed more efficiently. This can lead to faster query times and improved overall performance. Some 
columns do not contribute any insights into the analysis such as ‘ID' and 'Z_CostContact','Z_Revenue' have a 
standard deviation equal to 0 so, they didn’t have meaning. 

3.3.4 Removing Outliers  
Outliers are extreme values that fall far from the rest of the data. They represent values that are significantly 
different from the norm. Outliers can be problematic because they can affect the results of an analysis. Some 
outliers represent true values from natural variation in the population. Other outliers may result from incorrect 
data entry. The boxplot () function is used to show numeric columns to determine the outliers in the dataset. The 
“Income” and the “Age” columns have outliers. We used the interquartile range (IQR). Outliers are commonly 
defined as any value 1.5 IQRs less than the first quartile or 1.5 IQRs greater than the third quartile. After we 
removed outliers the data shape became (2229, 27) 

3.3.5 Feature Engineering 
The feature engineering pipeline is the preprocessing steps that create new features from existing features or 
transform raw data into features that can be used in machine learning algorithms. In this dataset, new features 
are created from the existing features. 

• 'Customer_for' feature was created from the 'Dt_Customer' column to count how many days that 
customer enrolled with the company system. 

• 'age_category' feature was created from the 'Age' column to discover which category of age has high 
income to spend on shopping. From the figure, we can see that the older people have a high income. 

• In 'Education' feature, we used .unique() function from pandas to display the unique values in education 
column and .replace() function from pandas to replace 'Basic', '2n Cycle’, values with  'UnderGrade', 
'Graduation' with 'Graduate' and 'PhD', 'Master' with 'PostGrade' as shown in figure, the graduates are 
highest category in dataset with 1124 followed by post-graduate category with 850.  

• The .unique () function is used to display the unique values in 'Marital_Status' feature and .replace() 
function to replace 'Alone' with ‘Single' and 'Absurd', 'YOLO' with 'NaN' to be more useful in analysis. 
The figure shows that the married customers are the highest category than others with 861. 

• The 'Spending' feature was created by merging all 'MntWines', 'MntFruits', 'MntMeatProducts', 
'MntFishProducts', 'MntSweetProducts' and 'MntGoldProds' features to calculate the total amount that 
customers paid in purchasing all products. 

• The 'Total Purchase' feature was created by merging all 'NumDealsPurchases', 'NumWebPurchases',  
'NumCatalogPurchases', 'NumStorePurchases' and 'NumWebVisitsMonth' features to calculate how 
many times the customer used different methods of purchases. 

• The .rename() function was used to change the name of the 'Response' feature to 'AcceptedCmp6' name. 
• The'TotalAccCom' feature was created from merging all 'AcceptedCmp1', 'AcceptedCmp2', 

'AcceptedCmp3', 'AcceptedCmp4', 'AcceptedCmp5' and 'AcceptedCmp6' features to count how many 
customers that accepted each campaign. As shown in the figure, we can see that 1621 customers did not 
accept any campaign and 369 accepted the first campaign.   

3.3.6 Encoding Categorical Variables  
The encoding step is a process of converting categorical or textual data into a numerical format to be used in 
machine learning algorithms. In the dataset, there were 3 categorical variables; 'Education', 'age_category' and 
'Marital_Status' that were converted into numerical variables by using the label encoding technique, First, the! 
pip install category_encoders were installed then, we used label encoding due to ordinal data in the first two 
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variables and the marital status was used label encoding instead of one-hot encoding because the one-hot 
technique increases features and the dataset has many features. 

Table 3 Encoding categorical variables 

Categorical values   
Numerical values 

Marital Status Education Age Category 

Single Graduate Young adult 0 

Together PostGrade Adult 1 

Married UnderGrade Senior 2 

Divorced  Older 3 

Widow   4 

NaN   5 

3.3.7 Feature Scaling 
Feature scaling is one technique for normalizing the range of independent variables or features in a dataset. It is 
also referred to as data normalization in data processing and is often carried out in the data preprocessing 
phase. The StandardScaler() function was used to normalize the shape of data in range (1, -1). 

3.3.8 Dimensionality Reduction 
In general, the majority of clustering algorithms are not capable of processing high-dimensional data; instead, 
they perform better and are more accurate when the number of features is limited, or roughly less than ten 
attributes [13]. 

4. Results  
In this section, the evaluation of PCA analysis, clustering model analysis and its results will be discussed; in 
addition, insight into the customer segments will be explained. Afterwards, a comparison of the machine 
learning models is presented. 

4.1 PCA Analysis Results 

 
Fig. 3 Scree plot for elbow of PCA 

 Based on Figure 3, the number of PCA components = 2. 
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Fig. 4 PCA 

4.2 Validation of Clustering Models 
For data modeling, the evaluation of the clustering outputs is crucial. Either external criteria (evaluating the 
findings in relation to a pre-specified structure) or internal criteria (evaluating the results in relation to 
information pertaining to the data alone) might serve as the basis for the validation.). There are different 
measures for the internal validation of clustering such as; Davies-Bouldin Index, Silhouette coefficient and Dunn 
index [7].   

4.3 Clustering Models Evaluation 
In this section, we have used two evaluation methods; silhouette score and the Davies Bouldin Score to measure 
accuracy and performance for each model. This is a metric used to assess the efficacy of a clustering technique. 

4.3.1 K-means Clustering Algorithms 
In k-means clustering algorithms, we calculate silhouette score based on the number of clusters (k) from SSE 
calculations by using silhouette score () function, and we found that when k= 5, we got the highest silhouette 
score with a value equal to 0.41. 
 Elbow method for K-means: 

 

Fig. 5 Elbow for K means 

The above figure displays the elbow method for k-means, and we decided that the dataset will be clustered 
into 5 clusters. 

3D representation of clusters: 
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Fig. 6 3D plot for k means clusters 

This figure represents the 5 clusters for k-means algorithms in a 3D plot. 
Count of each cluster: 

 

Fig. 7 Distribution of clusters for k means 

This figure displays the number of customers that are included in each cluster, and we can see that cluster 1 
contains 633, cluster 2 contains 426, cluster 3 contains 572, cluster 4 contains 170 and cluster 5 contains 428. 
Income vs Spending scatter plot: 
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Fig. 8 Scatter plot for k means 

4.3.2 Hierarchical Clustering Algorithms 
In hierarchical clustering algorithms, we used a dendrogram for visualization which is a tree-like diagram. 
Figure 33 represents the dendrogram used to divide a cluster of data into many different clusters. 
Dendrogram:  

 

Fig. 9 Dendrogram 

From this diagram, it is better when the dendrogram is cut when k =4.  

4.3.3 Agglomerative Hierarchical Clustering 
In the agglomerative hierarchical method, we calculate silhouette score by using .silhouette_score () function 
from sklearn.metrics and we found that when k= 4, we got the highest silhouette score with a value equal to 
0.40. 
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Count of each cluster: 

 

Fig. 10 Distribution of clusters for agglomerative 

This figure is a counting plot for agglomerative clusters, there are 794 in cluster 1, there are 627 in cluster 2, 
there are 209 in cluster 3 and there are 599 in cluster 4. 

Income vs Spending scatter plot:  

 

Fig. 11 Scatter plot for agglomerative 

4.3.4 DBSCAN 
The DBSCAN algorithm does not need to predetermine the number of clusters for performing the clustering. We 
used two parameters which are the epsilon and minPoints. We calculate silhouette score by using the 
.silhouette_score () function from sklearn.metrics and we found that, when k= 2, we got the highest silhouette 
score with a value equal to 0.44 when parameters are eps= 0.8 and min_samples= 12. 

Count of each cluster:  
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Fig. 12 Distribution of clusters for DBSCAN 

This figure is the number of customers in each cluster, in cluster 0, there are 37 and in cluster 1, there are 
2192. 

 
Income vs spending scatter plot: 

 

Fig. 13 Scatter plot for DBSCAN 

4.4 Clustering Models Comparison 
By comparing silhouette score results that we got from k-means, agglomerative and DBSCAN clustering 
algorithms, we found out that DBSCAN had the highest score with a value equal to 0.44 followed by k-means 
with a value equal to 0.41 and agglomerative with value equal 0.4 but DBSCAN clustered dataset into only 2 
clusters, is don’t perform well and this is not useful from business perspective, so we build our analysis in this 
study based on k-means and consider it as champion model. 
Based on k-means clustering algorithms, the data clustered into 5 clusters. 
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Table 4 Comparison between models 
 K-means Agglomerative DBSCAN 
Silhouette score 
 

0.41 0.40 0.44 

Davies Bouldin Score 0.86 0.80 0.92 

Fig. 14 Comparison between models 

5. Discussion 
In this study, we focused on conducting analysis on customers in the e-commerce sector to better understand 
the behavior of online shopping customers, we used different clustering algorithms for customer segmentation 
and based on the best performance model we divided data into 5 clusters and each cluster have special features:   
About cluster 1: 
From the above results, we can conclude that cluster 1 includes customers from the young adult category who 
have very low income and very low spending on purchases, half of them are undergraduates, some of them are 
graduates and a few of them are postgraduates. There are many customers who are in a relationship, a few of 
them are divorced and others are widows. Most customers in cluster 1 have one kid in their home and few of 
them have no kids, most of them don't have teenagers and few of them have one teenager. 
About cluster 2: 
From the above results, we can conclude that cluster 2 contains many customers from seniors and few of them 
from the young adult category who have average income and average spending on purchases. Half of them have 
a low educational level; the other half are graduates, and a few are postgraduates. There are many numbers in 
relationships, some of them are widowed and a few of them are divorced. There is no kid in the home for most of 
the customers and few of them have one kid but most of them have one teenager and few of them don't have 
one.   
About cluster 3: 
From the above results, we can conclude that cluster 3 contains customers who are seniors and a few of them 
are young adults.  They have low average income and low spending on purchases. Most of them are 
undergraduates and graduates and few are postgraduates. Most of them are in relationships and widows and 
some of them are single and divorced. Half of them have one kid, some of them don't have and few have 2 kids 
but most of them have one teenager, some do not have one, and few have 2.    
About cluster 4: 
From the above results, we can conclude that cluster 4 contains customers who are adults; they have the highest 
income and highest spending on purchases. Half of them are undergraduates, some are graduates, and a few are 
postgraduates. There are many in relationships, some are widowed, some are divorced, and a few are single. 
They don't have kids or teenagers in their home. 
About cluster 5: 
From the above results, we can conclude that cluster 5 contains customers who are in the young adult and 
senior category. They are those with high average income and high average spending on purchases. Most of 
them are undergraduates, some of them are graduates and a few are postgraduates. Most of the customers are in 
a relationship, some of them are divorced, others are widows, and few are single. Most of the customers have no 
kids or teenagers in their home but few of them have 1 teenager. 
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6. Conclusion 
In conclusion, the study's findings including clustering algorithms, patterns, and customer profiling, offer e-
commerce companies the benefits of targeted marketing campaigns, improved products and services, customer 
loyalty, and opportunities for expanding channels and production. Companies should prioritize marketing 
efforts and allocate resources to target cluster 4 and cluster 5, characterized by high average incomes and 
spending on goods, by employing personalized incentives, special offers, and deals, while also addressing the 
needs of clusters 1 and 2 with lower incomes trough affordable options, promotions, and discounts to their 
purchasing behavior and expenditure. Future research should aim to increase the sample size to improve the 
generalizability and reliability of the findings, providing a better understanding of consumer behavior and 
demographic data. Exploring advanced methods like supervised learning and deep learning can extract more 
profound patterns and insights from consumer data beyond the unsupervised machine learning algorithms used 
in the current study. Additionally, conducting longitudinal analysis can help comprehend the evolving nature of 
consumer categories over time and adjust marketing strategies accordingly. 

6.1 Limitations 
Firstly, the data was limited by sample size; it consisted of 29 features and 2240 records only. These weren't 
sufficient to conduct this study to analyze behavior and demographic information of customers. There were 
other important features not included in the data such as address and gender that caused restriction in getting 
more insights. 

The source of data was not disclosed from which company was collected, and the country which the data 
was collected from was not determined, which will lead to biased information about the e-commerce industry. 
We can't apply the findings in e-commerce in Egypt due to the changes in behaviors and demographic 
information for the customers. 

The dataset had missing values; we couldn't replace them with the mean due to the outliers in the data. 
Machine learning models and statistical studies are significantly skewed by outliers, causing unreliable findings 
and conclusions. The accuracy of the analysis might also be impacted by missing values, particularly if they are 
not handled properly. 
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