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A morphological analyzer is essential for increasing the quality of 
natural language processing (NLP) research in national and local 
languages. Karonese is a local language of Karo ethnics from north 
Sumatra, Indonesia. Karonese terms have unique phonology, exhibiting 
variations in spellings and pronunciations while retaining the same 
meaning and time. Several NLP studies with Karonese case studies have 
limited access to Karonese morphology analyzers. This study aims to 
suggest a Karonese morphological analyzer based on graph theory 
(KAROMA). The KAROMA idea adopts a word-based morphological 
approach whereby the Karonese terms are expressed in a completed 
graph. The outcome's set of completed graphs then comprises the 
Karonese WordNet and is compiled for use as KAROMA. This study also 
provides two KAROMA evaluators: member checking-based and text 
similarity-based by modified cosine similarity. The KAROMA 
evaluation process involves synthetic sentences of Karonese to 
calculate its text similarity. As a result, KAROMA can detect the 
uniqueness of Karonese terms and normalize them. The performance 
of KAROMA is 99% based on member-checking and 97.16% of text 
similarity-based. Therefore, KAROMA has emerged as a research 
finding that could be applied as a Karonese stemming and 
lemmatization technique for a variety of NLP challenges. Furthermore, 
the evaluator serves as a research contribution that other researchers 
can apply. 
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1. Introduction 
In the current decade, Natural Language Processing (NLP) has been one of the fastest-growing areas of research. 
Most NLP applications, such as text-to-speech or speech-to-text, sentiment analyzers, machine translation, spell 
checkers, and search engines, are not only designed to accommodate international or national languages. It has 
expanded to local languages, such as machine translation for Javanese, Sundanese, Bambara, Ewe, etc., and 
sentiment analyzers for local languages. It is certainly a challenge to develop NLP applications for a particular 
language to recognize the structure and grammar of that language.  

A morphology analyzer is a method for identifying, structuring, and investigating the total set of possible 
relationships contained in words [1]. Morphological analyzers have proven to be vital subsystems of several NLP 
applications [1], [2], [3], [4]. A morphology analyzer is designed to work exclusively with a single language. In 



J. of Soft Computing and Data Mining Vol. 5 No. 1 (2024) p. 91-103 92 

 

 

other words, a morphological analyzer is not designed to be a grammar solver for multiple languages, and a 
morphological analyzer dedicated to a particular language is a requirement. Recently, morphological analyzers 
for local languages have been proposed to support NLP applications, such as Tamil [5], Telugu [6], Malayalam[7], 
etc. It shows that the morphology analyzer has also been widely developed to support NLP applications for local 
languages.  

Karonese is a local language of Karo ethics from north Sumatra, Indonesia. Karonese has a unique phonology. 
A Karonese term can exhibit variations in spellings and pronunciations while retaining the same meaning [8]. 
Table 1 presents an example of the uniqueness of Karonese. The term "corn" could be pronounced and written in 
several letters (\jaung ; \jong ; \joung) in Karonese. There are similar but not identical cases in other languages. 
English defines the word "know" in three forms of pronunciation based on the present, past, and future (know, 
knew, known), Arabic has fourteen verb pronunciations (fi'il mudhari) based on the subject. Morphology analyzer 
could be used as a stemmer or lemmatization to solve multiple spelling and pronunciation words in English, Arabic 
[9], Uzbek [4], Malayalam [7], etc. Previous NLP research for Karonese has been limited by text preprocessing 
techniques, such as the unavailability of the Karonese Stopword library, morphology analyzer [10], [11] and the 
inability of machine translation to interpret the cultural terms of Karonse [12], [13], [14].  

Table 1 Example of uniqueness Karonese terms 
English word Karonese word 

Corn Jaung ; Jong 
Don't Ola; Oula; Ula; 

There is/there are Lit ; let 
 
Based on the description of facts and problems related to NLP research for Karonese, this research aims to 

propose a morphology analyzer capable of identifying the uniqueness of Karonese terms and their functions as 
stemming and lemmatization. The morphology analyzer is called the Karonese Morphological Analyzer Based on 
Graph Theory (KAROMA). There are several possible approaches used for KAROMA, among them word-based 
morphology. In addition, this research also presents morphology analyzer evaluators: member checking-based 
and text similarity-based by modified cosine similarity. The availability of KAROMA is a research finding that can 
contribute to text preprocessing techniques in NLP research for Karoneses, such as sentiment analysis, text 
summarization, text modeling, etc. In addition, both morphology analyzer evaluators can be adopted to evaluate 
morphology analyzers for other languages. 

2. Related Studies 
Morphological analysis is a field of linguistics that studies the structure of words. It identifies how a word is 
produced through the use of morphemes. A morpheme is a basic unit of the English language. The morpheme is a 
word's smallest element with grammatical function and meaning. Free morpheme and bound morpheme are the 
two types of morphemes. A single free morpheme can become a complete word. 

There are two types of morphology: Inflectional Morphology and Derivational Morphology [1]. Both of these 
types have their significance in various areas related to the NLP. Inflectional morphology is the study of processes, 
including affixation and vowel change, that distinguish word forms in certain grammatical categories. Inflectional 
morphology consists of at least five categories, provided in the following excerpt from Language Typology and 
Syntactic Description: Grammatical Categories and the Lexicon. As the text explains, derivational morphology 
cannot be easily categorized because derivation isn't as predictable as inflection. Examples are cats, men etc. 
Derivational Morphology is defined as morphology that creates new lexemes, either by changing the syntactic 
category (part of speech) of a base or by adding substantial, nongrammatical meaning or both. On the one hand, 
derivation may be distinguished from inflectional morphology, which typically does not change category but 
rather modifies lexemes to fit into various syntactic contexts; inflection typically expresses distinctions like 
number, case, tense, aspect, and person, among others. On the other hand, derivation may be distinguished from 
compounding, which also creates new lexemes, but by combining two or more bases rather than by affixation, 
reduplication, subtraction, or internal modification of various sorts. Although the distinctions are generally useful, 
in practice applying them is not always easy. 

This research has identified that there are four methods for performing morphological analysis [15]: 
morpheme-based morphology (or an item and arrangement approach), lexeme-based morphology (or an item 
and process approach), word-based morphology (or a word and paradigm approach), and machine learning 
approach. 
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2.1 Morpheme-based Morphology 
Morpheme-based morphology is a concept in which it is assumed that word formation rules may operate over 
morphemes [4]. It is assumed that new words are formed by applying a word formation rule to an already-existing 
word. On the other hand, word forms are analyzed as arrangements of morphemes. There are four main kinds of 
word formation: prefixes, suffixes, conversions, and compounds. A morpheme is defined as the minimal 
meaningful unit of a language. In a word such as independently, the morphemes are said to be in-, de-, pend, -ent, 
and -ly; pend is the (bound) root, and the other morphemes are, in this case, derivational affixes. In words such as 
"dogs," the root is "dog," and the -s is an inflectional morpheme. 

Many researchers have proposed a morphology analyzer based on morpheme-based. A paper by [16] 
proposed a morphology analyzer for Urdu text. They defined a system for stemming the word, prefix stripping, 
infix stripping, postfix stripping, and word normalization. They used a machine learning algorithm to evaluate the 
proposed morphology analyzer for Urdu sentiment analysis. The results show that the complete Urdu stemming 
process gives maximum results compared to the previous process. Precision, recall, and F-1 are 89%, 93.8%, and 
91.3%, respectively.   

Another study proposed lemmatization for Icelandic by using suffix substitution rules derived from a large 
morphological database to lemmatize tagged text [17]. They called it Nefnir, the new open-source lemmatizer for 
Iceland. The evaluation shows that for text that is tagged correctly, Nefnir obtains an accuracy of 99.55%, and for 
text that is tagged with a POS tagger, the accuracy obtained is 96.88%. 

Morpheme-based morphology is effective as a morphology analyzer not only for national languages but also 
for local languages. A study by [18] modified the Nazief and Adriani algorithm for stemming Javanese words. The 
first step is to collect data and create a basic word dictionary. They modified Java by removing the affix. Based on 
the investigation, there are three kinds of Javanese affixes: prefix, insert, and suffix. To evaluate the modified 
stemmer, 366 words were tested. The results show that the accuracy of modified stemmers is 95.9%. Other work 
by [2] provides the Kokborok morphological analyzer, and the accuracy is 72%. Table 2 presents a brief research 
summary of a morphology analyzer using morpheme-based. 

Table 2 Brief of morphology analyzer using morpheme-based 
Related work Language Proposed Result 

[4], [19] Uzbek Stemming  There is a system  
[16] Urdu Stemming  precision, recall and F-1 are 89 %. 93.8 % and 91.3% 
[17] Icelandic  Lemmatization  Accuracy 99.55% 
[18] Javanese Stemming  Accuracy 95.9%. 
[2] Kokborok Stemming Accuracy 72% 
[20] Tigrinya Stemming Accuracy 83.9% 

2.2 Lexeme-based Morphology 
Lexical morphology is the branch of morphology that concerns the lexicon or is rule-based [15]. Lexemes are noun, 
verb, and adjective stems [19]. These items manifest without exception as sound-meaning pairings that refer to 
something in the real world. Several studies have proposed a morphology analyzer for a language using the 
lexeme-based approach. A study proposed lexicon-free stemming for Kazakh by stemming the base of the word to 
find specific words in documents [21]. The proposed Tamil morphological analyzer was used to conduct research 
[22]. The rule-based approach has been successfully used in developing many natural language processing 
systems with an accuracy of 83%. Another study by [23] found that their system has high precision (95–98%). 
The disadvantage of using rule-based approaches is that if one rule fails, it will affect the entire rule that follows; 
that is, each rule works on the output of the previous rule. 

2.3 Word-based Morphology 
A word-based approach relies on the concept of words and their connection [24]. This connection can be 
represented not only by semantic correlation but also by phonological similarity. Therefore, a word-based 
approach is based on the connection of surface words to their bases. This connection is divided into two levels: 
phonological and semantic. A study by [25] mentions that word-based models are suitable for "representing 
words with identical parts but different overall meanings". A word-based approach is considered to be the main 
pillar of the Word and Paradigm Model (WP).   

Many previous studies used this approach to solve unique morphology cases and even stated that they had 
better results compared to other approaches [5]. A study by [25] presents a morph analyzer for Gujarati. They 
have discussed a paradigm-based approach for morphological analysis of various POS tags. The algorithmic 
development yields a noun analysis accuracy of 84.50%, a verb analysis accuracy of 81.50%, and an adjective 
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analysis accuracy of 80.50%. This study agrees with the argument that the word-based approach is possibly better 
utilized. Word-based morphology also creates semantic algorithms for multilingual languages (Uyghur, Kazakh, 
and Kirghiz) [1]. The study claims that the proposed stemmer outperforms another previous stemmer. 

2.4 Other Approach 
Another approach to the proposed morphology analyzer is adopting a machine learning algorithm [5]. This 
strategy aims to find every potential candidate by using grammatical rules and an annotated corpus. ML algorithm 
is employed to determine the most probable morphological deconstruction for a given word. This idea has been 
implemented by [6], [26]. They used the SVM algorithm to provide Tamil and Telugu morphological analyzers. 
The accuracy of their system is 95%, even when using the identical algorithm. The Malayalam morphological 
analyzer by [7] is very effective, and after learning, it predicts correct grammatical features even for words that 
are not in the training set. Table 3 contains a research summary of the morphological analyzer based on a machine 
learning (ML) algorithm. 

Table 3 Brief of a morphological analyzer using ML algorithm 
Related Work Language ML algorithm Result 

[26] Tamil SVM Accuracy and F1 score  are 98 %  
[6] Telugu SVM Accuracy 97% 
[7] Malayalam SVM Accuracy 80% 

[27] Amharic Decision Tree + Bagging  Accuracy 69.39 % 
[28] Arabic Hidden Markov Model Accuracy 91% 
[9] Arabic Hidden Markov Model Accuracy 95% 

3. Proposed Method 
There are two main tasks in this research. These are KAROMA and the evaluator. KAROMA was inspired by a graph 
and a completed graph so that it could be compiled into an algorithm. Meanwhile, the evaluator aims to evaluate 
the performance of KAROMA in identifying unique Karonese terms and functioning as a stemmer and lemmatizer. 
The evaluators adopt a member-checking approach based on dictionary and text similarity. 

3.1 Graph Theory 
Lemma 1: Let G be a graph G = {V, E}, where V is the vertices or nodes, and E is the edges connecting the 
vertices/nodes. 

Based on the definition of lemma 1, let vertices V = {A, B, C, D} and Fig. 1 is an example of graph G= {V, E} that 
can be formed. There are four vertices and four edges that connect the vertices. These are edge AC, BC, CD, and BD. 
A graph edge can express a relationship. Relationships are autonomous but consistent. Imagine that vertices A, B, 
C, and D are cities, and edges represent road connectivity between these cities. Edges AC identifies that city A has 
road connectivity to city C but not to city B. 

 

Fig. 1 Example of graph 
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Lemma 2: A complete graph is a graph in which an edge connects each pair of graph vertices. The complete graph 

with n graph vertices is denoted by  and has  (the triangular numbers) undirected edges, 

where  is a binomial coefficient. 

Suppose four vertices {A, B, C, D} exist. By referring to lemma 2, a completed graph of these vertices is shown 
in Fig. 2. In real-world applications, the vertices can be social media users, and the edges are friendships among 
themselves. In other words, the four people are mutual friends on social media.  

 

Fig. 2 Example of a completed graph 

3.2 Proposed KAROMA Algorithm 
Refer to lemma 1 and lemma 2, this study defines a completed graph with another rule. Suppose vertices (V) are 
Karonese terms and the edge (E) represents a condition in which Karonese terms exhibit variations in spellings 
and pronunciations while retaining the same meaning and time. Mathematically expressed by lemma 3.  

Lemma 3: K = {V, E}, where V are Karonese terms and E is the condition which states that the Karonese term 
exhibits variations in spellings and pronunciations while retaining the same meaning and in time.  

Suppose the Karonese terms are {'ise', 'isei', 'isai', 'mejile', 'jile', 'mejilei', 'mejilai'}, these are vertices. Based on 
the Karonese grammar, the terms {'ise', 'isei', 'isai'} have conditions that state that the Karonese terms exhibit 
variations in spellings and pronunciations while retaining the same meaning and in time. Hence, a completed 
graph will be formed with the vertices. Similarly, for the Karonese terms {'mejile', 'jile', 'mejilei', 'mejilai'}. 
Therefore, two completed graphs are constructed (shown in Fig. 3).  

  

Fig. 3 Example of a completed graph representing a Karonese term that exhibits variations in spellings and 
pronunciations while retaining the same meaning 
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Furthermore, this study succeeded in tokenizing and identifying numerous Karonese terms from social media 
posts, such as statuses, tweets, comments, replies, etc. Many Karonese terms fulfill the conditions that state that 
the Karonese terms exhibit variations in spellings and pronunciations while retaining the same meaning and in 
time. The implication is that many completed graphs are formed from the vertices and edges. Thus, the set of 
completed graphs is created and called Karo WordNet. This Karo WordNet is used as part of the KAROMA 
algorithm. 

 

Fig. 4 Workflow KAROMA 

 The workflow of the KAROMA algorithm is presented in Fig. 4. The process starts by inputting the Karo 
sentence. At the same time, the system will load Karo WordNet. The algorithm will tokenize Karonese sentences. 
The output of the process is in Karonese terms. The terms are stored in a matrix. The next step is to check its 
existence in Karo WordNet. If the terms are available in Karo WordNet and in a completed graph, then the terms 
that exhibit variations in spelling and pronunciation while retaining the same meaning will be reworded to have 
the same spelling. Thus, KAROMA will output Karonese sentences that do not contain variations in spelling. 
Further, the proposed KAROMA algorithm can be seen below. 
 

Proposed KAROMA Algorithm 
Input: minimum two Karonese sentences 
Load Karo WordNet 
Tokenize (Karonese sentences) 
matrix n(term) x 1 
for i = 1 to n(term) do 
  for j = 1 to number member set K 
    if term(i) in K(j) then 
        matrix (i) = j; 
    end if. 
  end for. 
end for.  
for i = 1 to n(term) do 
  for j = 1 to n(term) do 
    if term (i) and term(j) in Karo WordNet K(matrix (i)) then 
      term (i) <- term (j); 
    end if 
  end for 
end for 
print (Karonese sentences) 
Output :  Karonese sentences 

  
To illustrate how the Karonese morphology analyzer works, Table 4 demonstrates process by process from input 
to output. For example, there are two Karonese sentences, 'aula kam merawa' and 'ula kam merawa', which are 
used as input. The next process is tokenizing both sentences. Thus, each term is checked on Karo WordNet. If there 
is the term of the sentences in Karo WordNet and the other terms (in case: same subset Karo WordNet) are on 
other sentences, swap it. KAROMA outputs the sentences that have been successfully identified. 
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Table 4  Illustration of the KAROMA process 
Input Tokenization process Karo WordNet Output 

aula kam merawa ‘aula’, ‘kam’, ‘merawa’ ‘aula’, ‘kam’, ‘merawa’ ‘aula’, ‘kam’, 
‘merawa’ 

aula kam merawa 

ula kam merawa ‘ula’, ‘kam’, ‘merawa’ ‘ula’, ‘kam’, ‘merawa’ ‘aula’, ‘kam’, 
‘merawa’ 

aula kam merawa 

3.3 Member Checking Evaluator  
This work proposes member checking on the dictionary as a KAROMA evaluator. It operates by taking two 
Karonese terms (a pair) from the corpus as input. It could be on the same K or not. The transcriber recognizes 
both terms (actual observe) as well as KAROMA. Suppose the results of KAROMA identification are in line with the 
actual observation. In that case, KAROMA is successful in identifying Karonese terms that can exhibit variations in 
spellings and pronunciations while retaining the same and in time. If the two results are different, KAROMA has 
failed, as the pseudocode of the proposed member-checking algorithm shows. 
 

Proposed Member Checking Algorithm 

Input:  
Karonese term_1 and Karonese term_2 
Actual observe (Karonese term_1, Karonese term_2) 
Load Karo Wordnet  
Statuses <- false; 
KAROMA <- false; 
for i = 1 to m do 
  if term_1 and term_2 in K(i) 
     statuses <- true; 
end for; 
if statuses == Actual observe (term_1, term_2)  
   KAROMA <- true; 
   return KAROMA 
Output :  True or False 

3.4 Text Similarity-based Evaluator  
Generate previous research studies inspired the concept of evaluating KAROMA based on text similarity [29]. They 
evaluate the Arabic stemmer using five distance measurements (Euclidean Distance, Cosine Similarity, Jaccard 
Coefficient, Pearson Correlation Coefficient, and Averaged Kullback-Leibler Divergence). Hamming Distance is 
another distance function that has been used to evaluate Arabic stemmers [30]. Other morphology analyzers have 
used the same approach but with a different distance function. They used the Minimum Distance method to 
evaluate Bangla morphological stemming [3]. Cosine similarity is a more representative and widely used 
similarity method for text analysis among the many distance measurement methods [31]. 

Table 5 Example of Karonese synthetic sentences 
K SS 

1 
lit denga nakan i rumah 
let denga nakan i rumah 

2 
aku la pet man rimo macik 
aku la pet man rimou macik 
aku la pet man rimau macik 

  
Firstly, this study provides Karonese synthetic sentences (SS) (shown in Table 5). SS is object testing of the 
KAROMA algorithm in solving the problem of Karonese terms, which can exhibit variations in spellings and 
pronunciations while retaining the same meaning in time. For , two Karonese terms can exhibit variations in 
spellings and pronunciations while retaining the same meaning, and in time (n = 2), these are 'lit' and 'let', thus 
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denoted by . The implication is that there are two Karonese synthetic sentences in , these are  = 'lit 
dengan nakan i rumah' and 'let denga nakan i rumah'. Likewise, it was for  . 
 Secondly, this study proposed modified cosine similarity (ModCosine) as a text similarity-based evaluator 
KAROMA. The idea is to modify the rule of cosine similarity (Equation (1)). The cosine value can be calculated 
using Equation (2). The value of ModCosine is one, indicating that the KAROMA could detect Karonese terms that 
exhibit variations in spellings and pronunciations while retaining the same and in time. Meanwhile, if it has a value 
of 0, KAROMA has failed. 
 

 (1) 

 

 (2) 

 
 Thirdly, the KAROMA algorithm's performance is calculated using the text similarity matrix of K. The example 
of a text similarity matrix for  is shown in Table 6. The accuracy of KAROMA on  was calculated by using 
Equation (3). Furthermore, if the number of  is m, the final accuracy of KAROMA (acc. KAROMA) is the average of 
each calculation set. 

Table 6 Text similarity matrix for  

   . . .  

   . . .  

   . . .  

. 

. 

. 

. 

. 

. 

. 

. 

. 

. . . . 
. 
. 

     

 
 (3) 

4. Result and Discuss 

Karonese sentences are collected from three social media sites, including the post and comment on Facebook, the 
tweet and reply, and the comment on YouTube. In other words, Karonese sentences from other social media have 
not been accommodated. Generating completed graphs as Karo WordNet and the KAROMA algorithm are 
implemented with NLTK Python. Meanwhile, the KAROMA algorithm performs testing against Karonese synthetic 
sentences and the Karonese term sets.  

Table 7 Example of Karonese term sets 
K Karonese terms that exhibit variations in spellings and 

pronunciations while retaining the same meaning and in time 
1 {‘rimo’,’rimau’,’rimou’} 
2  {‘lit’,’let’} 
3 {‘aula’,’ula’,’ola’,’oula’} 
. 
. 
. 

. 

. 

. 
211 {‘ue’, ‘uei’ , ‘uai’} 
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4.1 Karo WordNet 
This study successfully identified 211 Karonese term sets that exhibit variations in spellings and pronunciations 
while retaining the same meaning and in time from social media. The example of Karonese term sets is shown in 
Table 7. The Karonese term set of 𝐾𝐾31 defines three Karonese terms and as the first completed graph. Likewise for 
𝐾𝐾3211, there are three Karonese terms. This means that there are 211 completed graphs  that were 
successfully generated. A snippet of the Karo WordNet visualization is shown in Fig. 4. The entire completed graph 
is referred to as the Karonese WordNet and becomes a library of KAROMA. Thus, if Karonese terms exhibit 
variations in spellings and pronunciations while retaining the same meaning, then the KAROMA can detect and 
reword the term.  
 

 

Fig. 5 Subset Karonese WordNet 

4.2 Evaluated KAROMA using Member-Checking 
This section describes and examines the performance of the KAROMA algorithm based on the member-checking 
approach. This study designed 100 Karonese term pairs as input terms to test the KAROMA algorithm. The 
transcribers have previously verified the term pairs. Not all of the input is a term that varies in spelling and 
pronunciation while maintaining the same meaning and period. Some of them are words with different spellings 
and definitions. The KAROMA method's success criterion is the ability to identify the Karonese term pair that is 
identical to the actual observed by transcribers. For example, the KAROMA algorithm identifies K1 if the KAROMA 
identification result is 'Yes' and the actual observation is also 'Yes'. The rule also applies to another Karonese term 
pair. 
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Table 8 KAROMA evaluation results using member checking 
 

 
 
 

 

 
Table 8 presents detailed information on the identification results of the KAROMA algorithm. KAROMA 

algorithm succeeded in identifying 99 of 100 Karonese input pairs. In other words, the accuracy of the KAROMA 
algorithm is 99%, using a member checking evaluator. Unfortunately, a Karonese term pair has not been identified 
and reworded. That is the 64th row ('kade-kade' - 'kade'). The term 'kade-kade' (family) is not plural or a repetition 
of 'kade'. The two terms are distinct. It shows that the KAROMA algorithm has difficulty identifying a word that is 
composed of other words. 

4.3 Evaluated KAROMA using Text Similarity-based  
This section describes and examines the performance of the KAROMA algorithm based on a text similarity-based 
approach. This study designed 211 sets of Karonese synthetic sentences and the example shown in Table 5. The 
success of the KAROMA algorithm as a stemmer and lemmatizer is seen in the text similarity value of Karonese 
synthetic sentences in K. If the text-similarity of the sentences is one, then the accuracy is 100%, and the KAROMA 
algorithm is declared successful in identifying Karonese terms that exhibit variations in spellings and 
pronunciations while retaining the same meaning. 
 Table 9 shows the KAROMA's performance. KAROMA was successful in identifying 205 of 211 Karonese term 
sets with 100% accuracy. The rest is KAROMA accuracy < 50%, and with the information that KAROMA is not 
optimally functioning as a Karonese stemmer and lemmatizer. So, based on the text similarity-based approach, 
KAROMA has a 97.16% accuracy rate in identifying Karonese terms with different spelling pronunciations but the 
same meaning. 

Table 9 KAROMA performance by using text similarity-based 
K Karonese terms that exhibit variations in spellings and 

pronunciations while retaining the same meaning and in time? 
Accuracy (%) Description 

1 {‘rimo’,’rimau’,’rimou’} 100 Success 
2  {'lit',' let'} 100 Success 
3 {‘aula’,’ula’,’ola’,’oula’} 100 Success 
11 {‘langa’,’langnga’,’lenga’,’lengga’,’lengnga’} 100 Success 
. 
. 
. 

. 

. 

. 

. 

. 

. 

 

115 {‘gambir’, ‘gamber’} 50 Fail 
128 {‘mbue’, ‘bue’} 50 Fail 
131 {‘surung’, ‘surong’} 50 Fail 
146 {‘ise’, ‘isei’, ‘isai’} 33.33 Fail 
195 {‘la’ , ‘lo’} 50 Fail 
211 {‘ue’, ‘uei’ , ‘uai’} 33.33 Fail 

 
In addition, this session presents a simulation of calculating the success and shortcomings of KAROMA in 

identifying Karonese terms that exhibit variations in spellings and pronunciations while retaining the same 
meaning and in time. The KAROMA algorithm successfully identified the Karonese terms of  . The breakdown 
of these successes is shown in text similarity of  in Table 10. There are three Karonese terms of  = 

K Karonese terms pair 

Do Karonese terms exhibit variations in 
spellings and pronunciations while 

retaining the same meaning and in time? Is KAROMA valid? 

Actual observation KAROMA identified 

1 ‘Rimo’ - ‘Rimau’ Yes Yes Yes 
2 ‘Lit’ – ‘Let’ Yes Yes Yes 
3 ‘Ola’ – ‘Oula’ Yes Yes Yes 
4 ‘Aula’ – ‘Ulah’ No No Yes 
5 ‘Harimau’ – ‘Arimau’ Yes Yes Yes 
64 ‘Kade-Kade’ - ‘Kade’ No Yes No 
100 ‘Jong’ – ‘Jang’ No No Yes 
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{'rimo','rimau','rimou'}, which means there are three SS, these are  . The success is determined by 
ModCosine value of text similarity matrix is one. In other words, KAROMA algorithm is 100% successful in 
identifying the Karonese terms of  . 

Table 10 Text similarity matrix of  

    

 1 1 1 

 1 1 1 

 1 1 1 
 
Opposite, the KAROMA algorithm is not fully successful in detecting Karonese terms of . There are three 

Karonese terms of = {'isai','ise','isei'}, which means there are three SS. These are  
KAROMA's imperfections in identifying Karonese terms of  because some ModCosine values of  

 are zeros. Table 11 presents text similarity matrix of  . It is just diagonal. The matrix is 
one, another is zero. It means that there are imperfections on Karo WordNet that contain the term. In such a way 
that KAROMA undetected the Karonese terms. It is also occurred on . 

Table 11 Text similarity matrix of  

    

 1 0 0 

 0 1 0 

 0 0 1 

4.4 KAROMA Performance Analysis   
In addition, this study also compared the KAROMA algorithm with other approaches. The idea is to use an SS as 
object testing. There are three approaches that are compared: Word2Vec with cosine similarity, Jaccard similarity, 
and TF-IDF with cosine similarity is better than existing methods to detect Karonese terms with different spelling 
pronunciations but the same meaning. This statement is proven by presenting the effect of KMA on measuring 
Karones text similarity. Table 12 shows that the existing methods do not work well to calculate similarity between 
two Karonese sentences, which contain Karonese terms that exhibit variations in spellings and pronunciations 
while retaining the same meaning and in time. Identical Karonese sentences do not have a similarity value of one. 
In contrast, the proposed work is capable of determining that the sentences are identical. 

Table 12 Comparison of similarity of Karonese sentences using several methods 
Sentences Word2vec + 

Cosine 
Jaccard 

Similarity 
Cosine  

Similarity 
TF-IDF +  

Cosine Similarity 
KAROMA +  

Cosine Similarity 

S1  =  'ula kam 
man jaung.', 
S2 = 'oula kam 
man jong.' 

0.019 0.33 0.5 0.336 1 

5. Conclusion 
This research has provided a Karonese morphology analyzer (KAROMA algorithm) to stem and lemmatize 
Karonese terms that exhibit variations in spellings and pronunciations while retaining the same meaning and in 
time. The approach taken is word-based morphology, which is combined with the concept of graph theory. The 
combination produces a Karonese WordNet, which is loaded into the KAROMA algorithm. This study also 
conceptualizes two algorithms to evaluate KAROMA algorithm performance: member checking and text 
similarity-based by modified cosine similarity function. KAROMA algorithm successfully identified Karonese 
terms that exhibit variations in spellings and pronunciations while retaining the same meaning and, in time, 
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normalized the terms mentioned. This success has an accuracy of 99% by member checking and 97.16% by text 
similarity-based. Surely, the existence of the KAROMA algorithm as a Karonese morphology analyzer can 
contribute to the development of NLP research in Karonese. Future work should include the implementation of 
the KAROMA algorithm for NLP applications such as Karonese sentiment analysis, text summarization, and many 
more. In addition, the Karonese Stopword library is an important text preprocessing tool in NLP for the Karonese 
language that can be improved. 
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