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1. Introduction 

Prostate cancer is the second most often diagnosed cancer and the leading cause of cancer mortality among men 

worldwide, accounting for about 2 206 771 cases in 2020 [1]. According to U.S. statistics, 1 in 5 men will have 

prostate cancer in their lifetime, and half of the men may develop prostate cancer in their lifetime[1]. Men older than 

50 will have an increased chance of developing prostate cancer. Prostate cancer diagnostics are performed via a 

prostate biopsy [2]. Patients with prostate cancer require tissue samples, which a physician will inspect under a 

microscope. The issue with prostate cancer biopsies is that it takes too long to get a result. The prostate cancer test will 

take between one and three days, although, for certain cases, the findings may take longer. In addition, PSA level 

testing is insufficient for diagnosing prostate cancer. Therefore, deep learning algorithms may be used to predict 

prostate cancer in order to minimize misdiagnoses and frequent mistakes made by physicians. 

In addition, accuracy is poor; for instance, 30-40 percent of biopsies are false negatives. Fifteen percent of PSA 

tests may provide erroneous results, resulting in the patient receiving the incorrect medication. Using deep learning 
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models with MRI, there are certain deep learning models with an accuracy of 90 percent for predicting prostate cancer 

[3]. Deep learning is a kind of artificial intelligence (AI) that can simulate human thought. Multi-Layer Perceptions 

(MLP), Convolutional Neural Networks (CNN), and Recurrent Neural Networks were the forms of deep learning 

(RNN). CNN models are used in medical therapy due to the fact that in deep learning, data may be filtered via 

numerous layers, and processing more data improves accuracy. In addition, deep learning's multiple-layer technique 

can categorize MRI pictures and data. In order to predict prostate cancer, this research will use three deep learning 

techniques: VGG16, Inception-V3, and ResNet. A few research publications demonstrate that deep learning is superior 

to humans. However, training the deep learning model requires a very large dataset. Deep learning may save more time 

and money when detecting prostate cancer than traditional methods [4]. 

This research aims to develop three deep learning models for predicting prostate cancer, namely VGG16, 

Inception-V3, and ResNet50. The second goal is to find the optimal parameters for deep learning models so that they 

can identify prostate cancer with a higher degree of precision. Last but not least, the performance of the generated 

prediction models will be evaluated using accuracy, precision, recall, and the F1 measure. 

2. Related Work 

Deep learning was used to construct a CNN model to predict prostate cancer in Liu [5] research. The development 

of the model was motivated by the fact that MRI is often regarded as the most reliable method for predicting prostate 

cancer; however, the accuracy also depends on the level of expertise and experience possessed by the attending 

physician. They used 10056 different diffusions weighted magnetic resonance imaging (DWI) pictures as datasets. 

Caffe was selected as the framework to use, and it is the only one that supports LMDB. Calculating mean files help 

improve testing and training states in terms of speed and accuracy. The images are arranged in training and testing 

sections, each with its own pictures. Seventy-five percent of the photos are utilized for training purposes, while the 

remaining twenty-five percent is used for testing purposes. For training purposes, there are 7575 DWI, of which 1539 

are malignant, and 6036 are benign. During the testing, a total of 2481 pictures were utilized, 474 of which were 

malignant and 2007 of which were benign. The CNN used in this research has seven layers, and the size of its 

convolution kernels ranges from 5 pixels to 9 pixels to 11 pixels. The rate of accuracy is used as the measure in this 

investigation. When the model is in the training stage, its accuracy rate is 80.2 percent, but when it is in the testing 

state, this number is 78.2 percent, which is lower than the training state value. It is challenging to construct a deep 

learning model with a high accuracy rate with a limited dataset. This is due to the fact that deep learning is capable of 

extracting more and better characteristics if numerous MRIs are used. In the latter section of this study, there is some 

discussion of ways in which the situation may be improved. For instance, the use of a distinct kind of MRI could lead 

to distinguishable outcomes. The more layers in a CNN and the smaller the convolution kernels that are employed, the 

more varied the results that may be produced. In conclusion, the cross-validation approach may serve as a suitable 

substitute for the conventional technique. 

Abdelmaksoud et al. [6] used both AlexNet and VGGNet to classify prostate cancer using transfer learning. In 

order to guarantee a high level of accuracy for models with a variety of values, a large number of trials are carried out. 

The datasets include 37 DWI with nine distinct b-values; of these, only 16 of the DWI are benign, while the remaining 

DWI are malignant. In order to get a result, DWI has to go through three processes: prostate segmentation, the 

computation of ADC maps, and the identification of ADC maps by using previously trained CNN models. There were 

236 ADC maps that were benign and 234 ADC maps that were malignant. AlexNet anticipates receiving an input 

picture with dimensions of 227 × 227 × 3, while VGGNet expected to get an image with dimensions of 224 × 224 × 3. 

Seventy percent of the available ADC was used toward training, while the remaining twenty percent was utilized for 

testing. The metrics of accuracy, sensitivity, specificity, and precision were used in this research project. AlexNet 

achieved an accuracy of 89.2 ± 1.5 percent on average across all nine b-values, whereas VGGNet achieved an accuracy 

of 91.2 ± 1.3 percent on average across all nine b-values. According to the findings, using a CNN with a deeper layer 

may improve the accuracy of a prostate cancer diagnosis. There is still room for improvement in the findings by using 

a more in-depth CNN model such as ResNet. The findings demonstrate that the CNN models that are employed to 

identify prostate cancer are effective. 

Salama et al. [7]  experimented with VGG 16, ResNet50, and SVM. As a way to improve performance, SVM has 

been hybridized with VGG16 and ResNet50. The files include information on 1765 people, of whom 845 have prostate 

cancer, and 920 do not. A solution to the issue of inadequate DWI has been implemented, and that solution is data 

augmentation. For the purpose of this investigation, data augmentation was used, and new DWI pictures were produced 

by rotating the existing images at a different angle. In addition, the experiments were carried out twice, the first time 

with data augmentation and the second time without it. The augmentation was used to the rate of accuracy of the model 

by expanding the size of the input data by creating new data from the original data. The authors have used two splitting 

methods - train_test split (30-70%) and k-fold cross validation ( 1-5 folds) to accurately validate the results that were 

obtained later on. The acquired results showed that Resnet-50 and VGG16, when supplemented with additional data, 

achieve an accuracy rate of 94.74 percent 0.35 and 90.54 percent 0.22, respectively. VGG16 hybrid with SVM has an 

accuracy rate of 96.54 percent, whereas ResNet50 hybrid with SVM has an accuracy rate of 98.79 percent 
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According to the findings of this research, data augmentation could be used to enhance the number of samples, 

combat data shortage, and add variety to the dataset. The comparison and synopsis of these six investigations are 

shown in Table 1. According to the research findings, ResNet had the greatest performance, while VGGNet came in 

second. 

Table 1 - The comparison and summary of the related studies 

Citation Dataset Tool accuracy(%) 

[6] 470 sample -236 benign sample -

234 malign sample 

AlexNet 89.2 ± 1.5 

VGGNet 91.2 ± 1.3 

[7] 1765 sample 

-845 are with PCa 

-920 are without 

PCa 

Resnet-50 94.74%±0.35 

VGG16 90.54%±0.22 

VGG16 hybrid with 

SVM 

96.54 

ResNet50 hybrid with 

SVM 

98.79 

[5] 10056 sample -2013 positive images 

-8043 negative images 

CNN 80.2 

  Decision Tree 99.85 

SVM Gaussian 100 

KNN-Cosine 99.85 

RUSBoost Tree 100 

3. Methodology/Framework 

3.1 Cross-Industry Standard Process for Data Mining (CRISP-DM) 

The Cross-Industry Standard Process for Data Mining, often known as CRISP-DM, is an improvement upon 

earlier efforts to specify knowledge discovery methodologies [8], [9]. The CRISP-DM approach is widely used in the 

field of data mining. It has become an industry standard and can be described as a sequence of sequential phases that 

direct the deployment of data mining methods [10]. For the purpose of this study, the CRISP-DM will be implemented 

to extract the research outcomes. This approach consists of six steps or phases, the first of which is data understanding, 

as shown in Figure 1. Other phases are modeling, data preparation, business understanding, assessment, and 

implementation.  

 

 

Fig. 1 - Phases of the CRISP-DM process model [10] 

During the data understanding phase, the data will be gathered, studied, and understood to determine the reliability 

and quality of the data. It is very crucial to study the data thoroughly and understand its correlation and its suitability to 
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be used for a deep learning project. In the data preparation phase, the preparation of the dataset takes place. In it, we 

preprocess the dataset, which includes tasks such as analyzing the data and transforming it into a more understood 

dataset so it won't raise issues or give false results when training the model. The modeling phase is mainly used for the 

classifiers’ construction.  

In this stage, we build the selected models, specify their parameters, and compile it. The last part is fitting the 

model and starting the model training stage with the preprocessed data. The evaluation phase is used to check the 

performance of the classifiers using the selected evaluation metrics: accuracy, loss, precision, recall, and f-measures. 

During the assessment phase, the performance of the deep learning model will be measured, compared, and recorded. 

A more in detail look into these phases can be observed in Table 2. 

 

Table 2 - Summary and the outcome of each phase of CRISP-DM 

Phases Activity Result outcomes 

Data 

Understanding 

Determine the 

objective of the 

project 

● To increase the accuracy of deep learning models in detecting 

prostate cancer. 

● To develop prostate cancer prediction models by using VGG16, 

InceptionV3, and ResNet50 models. 

● To evaluate the performance of the developed prediction model 

using accuracy. 

Data 

Understanding 

Collect data The data are collected from the cancer imaging archive; 

Explora data The data have 620 samples of prostate cancer MRI. It is a 2D 

dimension with 256*256 pixels. 

Verify data quality Accuracy 

Data Preparation Select Data Give the reason for the data selected 

Clean Data The clean samples that damaged data have been removed from it to 

get more accurate data. 

Modeling Select models VGG16, InceptionV3 and ResNet50 

Test design Each model will be trained for benign and malignant using 70% of the 

dataset. Then the models will be tested with the rest of the dataset. 

Build model Select the parameter and describe the outcomes of the model; 

Evaluation Evaluation 

performance 

The accuracy will be used to test the performance of the model; 

The result will be recorded and compared with each other. 

 

3.2 Datasets 

The dataset that we utilized for this investigation has a total of 620 magnetic resonance imaging (MRI) medical 

images. The dimensions of the images are 256 X 256 pixels. When classifying the MRIs, the amount of gray color in 

the image and the character or form of the gray region are also significant variables to consider. The images include 

prostate cancer (malignant) samples and samples with no prostate cancer (benign). Seventy percent of the images, or 

440, will be used for training, and thirty percent, or 180, will be used for testing. During the training portion, there are 

260 malignant MRIs and 180 benign MRIs, whereas, during the testing portion, there are 60 benign and 120 malignant 

MRIs (https://www.kaggle.com/datasets/waichunchin/mydataset4). Figure 2 displays some examples of the MRI 

datasets that were collected on prostate cancer patients. 
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(a) Benign samples (b) Malignant samples 

 

Fig. 2 - MRI benign and malignant prostate cancer images 

 

3.3 Algorithms 

3.3.1 ResNet50 

The acronym "ResNet-50" stands for "Residual Network," and it was first described in the work of Kaiming He 

[11]. The success of ResNet-50 in several contests is largely responsible for its widespread adoption. For instance, the 

ILSVRC classification competition and the COCO competition. In addition, there is an improvement of 28 percent 

compared to VGG, and it is simple and efficient to train numerous layers simultaneously. If you stack additional layers 

in the ResNet-50 model, you can enhance the performance and accuracy of the model. Figure 3 depicts the overall 

layout of the ResNet-50 system. 

 

 

Fig. 3 - Architecture of ResNet50 [11] 

 

3.3.2 VGG16 
One of the most well-known CNN models is called VGG16. Simonyan et al. [12] were the ones who first brought 

it to light. Because it is simpler to implement, the VGG16 model is widely used for classifying pictures in various 

contexts. In addition, VGG16 is an enhancement over AlexNet since it includes 16 layers instead of only 12. The 

improvement brought about by VGG16's use of a 3X3 kernel size, in contrast to AlexNet's utilization of 11 and 5 for 

the first and second layers, respectively [13]. Figure 4 demonstrates the overall structure of the VGG-16 model. 
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Fig. 4 - Architecture of VGG16 model [12], [13] 

 

3.3.3 InceptionV3 

InceptionV3 is a CNN model that is an improvement above InceptionV1 [14]. It is composed of 42 layers. 

InceptionV3 offers just a limited number of benefits. In contrast to the other models, InceptionV3 factorizes and uses a 

more compact convolution, and it has replaced the 5*5 convolutional layer with two 3*3 convolutional layers. The 

result is a decrease in the computing cost and the number of parameters. In addition to that, it will make use of a unique 

factorization into asymmetric convolutions. Convolutions of form 5*5 will be replaced, for instance, by convolutions 

of the kind 1*5 and 5*1. Furthermore, using auxiliary classifiers in inceptionV3 results in the network achieving 

greater accuracy and making it possible to become a deeper neutral network [15]. 

3.4 Evaluation Parameters 

Accuracy and precision, as well as recall and F1 score, are the metrics that were used in this study to evaluate the 

three classifiers [16], [17]. At the study's conclusion, a comparison of how well ResNet50, VGG16, and Inception 

performed will occur. The following formulas show the mathematical representation of these four metrics: 

  

           (1)  

           (2)  

            (3)  

         (4)  

 

4. Results and Analysis 

The reported result and analysis portion displayed a comparison of the performance of VGG-16, Inception-V3, and 

Resnet50. Accuracy, precision, recall, and F1 measure are the metrics that are being used for this project. One of these 

tools is called a confusion matrix. It displays the number of true positives, true negatives, false positives, and false 

negatives, making it simple to compute all relevant metrics. The confusion metrics of VGG16, InceptionV3, and 

ResNet 50 are shown in Table 3.  
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Table 3 - Confusion matrix of the three models 

Model  True Positive True Negative 

VGG16 Predicted Positive 58 2 

Predicted Negative 6 114 

InceptionV3 Predicted Positive 46 14 

Predicted Negative 12 108 

ResNet50 Predicted Positive 51 9 

Predicted Negative 15 105 

After we get the confusion matrix, we can compute all the metrics using the methods found in (1) through (4) 

through the use of true positive, true negative, false positive, and false negative results. During the training as well as 

the testing phase, accuracy was evaluated. Table 3 displays the models' performance outcomes throughout the project's 

testing phase. According to the findings, the performance of the VGG16 model, which has an accuracy of 95.56 

percent, is the greatest. It is followed by the performance of the ResNet50 model, which has 86.67 percent accuracy. 

The model with the poorest performance was the InceptionV3 model, which has 85.56 percent accuracy.  

Table 4 -The comparison results of the three models 

Model Accuracy Precision Recall F1 Score 

VGG16 0.9556 0.9667 0.9063 0.9355 

InceptionV3 0.8556 0.7667 0.7931 0.7797 

ResNet50 0.8667 0.8500 0.7727 0.8095 

 

Figure 5 is a graph comparing the training accuracy results with the testing accuracy results throughout various 

epochs for the VGG16 model. The value of the number of epochs has been set to 50. 

 

 
 

Fig. 5 - The training and testing results of the VGG16 model 
 

Table 3 demonstrates that the performance of the models in the previous project produces better results than the 

current project for ResNet50 and InceptionV3. In contrast, the performance of VGG16 in the current project has a 

better performance score. However, the differences in the used datasets make it difficult to compare the previous work 

and this work [18], [19]. More specifically, this work uses limited prostate cancer images of 620 images which directly 

affect the training and performance of the deep learning models. There are many different approaches one may take to 

improve performance. For instance, modifying the epoch and batch size, increasing the dataset size, and increasing the 

percentage of the picture used for training from 70 percent to 80 percent of the total image used for training. The model 

that was used in the previous study was a more complicated and deeper network, which means it would need more 

training images to boost its accuracy. Despite this, the results demonstrate that the accuracy of the CNN model rose 

even when the sample size was 9000. In addition, CNN performs better than other models with larger sample size. 
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5. Conclusion 

Prostate cancer is casual cancer among human males. Its test will take between one and three days, although, for 

some instances, the findings may take longer. This paper aims to automate prostate cancer diagnosis by using three 

deep learning models: ResNet50, InceptionV3, and VGG16. These models are tested using 620 prostate cancer images 

in which seventy percent of the prostate cancer images, or 440 of them, are used for training, and thirty percent, or 180, 

are used for testing. The performance of the training models is excellent, with every single outcome in training being at 

or above 50 percent. The VGG16 model provides the best overall performance of all the available options. The VGG16 

achieves an accuracy of 95.56 percent, followed by the ResNet50 with an accuracy of 86.67 percent and the 

InceptionV3 achieves an accuracy of 85.56 percent. The number of epochs and the size of the dataset used in training a 

deep learning model may both be raised to provide better results. To enhance the performance of the model, new 

algorithms can be examined. 
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