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Abstract: Authentication based on biometrics is used to prevent physical access to high-security institutions. Due
to the rapid rise of information system technologies, Biometrics is now being used in applications for accessing
databases and commercial workflow systems. These applications need to implement measures to counter security
threats. Many developers are exploring and developing novel authentication techniques to prevent these attacks.
However, the most challenging problem is keeping biometric data while maintaining the functional performance of
identity verification systems. This paper presents a biometrics-based personal authentication system combining a
smart card, a Public Key Infrastructure (PKI), and iris verification technologies. Raspberry Pi 4 Model B+ is the
core of hardware components with an IR Camera. Following that idea, we designed an optimal image processing
algorithm in OpenCV/ Python, Keras, and sci-kit learn libraries for feature extraction and recognition chosen for
application development in this project. The implemented system gives an accuracy of (97% and 100%) for the left
and right (NTU) iris datasets, respectively, after training. Later, the person verification based on the iris feature is
performed to verify the claimed identity and examine the system authentication. The time of essential generation,
Signature, and Verification is 5.17sec,0.288, and 0.056 for the NTU iris dataset. This work offers a realistic
architecture to implement identity-based cryptography with biometrics using the RSA algorithm.

Keywords: Multimodal iris recognition, Convolutional Neural Network (CNN), biometric signatures, RSA
algorithm

1. Introduction

Unlike conventional methods, biometric techniques are rapidly developing technologies that can be utilized in
automated systems to effectively and uniquely recognize and verify a person's identity without remembering or
bringing anything. As the biometric identification process offers several advantages over conventional identification
techniques, it has become widely accepted as the method for the user’s unique identification. It becomes critically
important for the biometric identification process to be safe from attacks in applications where security is of high
importance, such as e-commerce [1]. ldentity theft has been a major concern in the internet age, and uniquely
identifying an individual is proved to be their best defense. This paper aims to design a multimodal biometric method
depending upon the design of a deep learning model of a person's (right & left) irises image. At first, the Convolution
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Neural Networks —Support vector machine (CNN-SVM) model has been trained, and the efficiency of the system was
examined on a dataset generated in the laboratory of Northern Technical University (NTU) by night vision camera.

Later the recent technique to digitally sign a message utilizing biometrics- combination with the digital signature
key generation, so, merging the benefits of Public Key Infrastructure (PKI), through the utilization of the biometric-
based digital signature generation that is secure, reliable, quickly comfortable, non-invasive, and clearly describes the
transaction creator [2]. Managing the private keys has remained the main concern with PKI algorithms. They are
vulnerable to attacks for information theft. Using biometrics for private key access can resolve this key management
concern. A mechanism to secure the private key and prevent the risk of a breach is required. This will prevent the
hackers from stealing the private key. These two techniques’ results are provided as input to the Raspberry Pi 4 Model
B. This model can contain personal information, cryptographic keys, and other information stored in a built-in and
secure form. The major objective of this study can be summarized in the following aspects:

1. Design and implement a multi-biometric iris recognition system that can overcome world requirements of
security challenges.

2. Implement an efficient iris localization model to detect the iris region.

3. Build a Convolutional Neural Network-Support Vector Machine (CNN-SVM) model to extract a set of unique
features of the same person's right and left eyes and a classification stage.

4. Design a new method to generate digital signatures using biometrics (iris template) and has been denominated as
Biometric Signature [3].

5. Allow multiple key generations using the same biometric template.
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Fig. 1 - Encryption and decryption by RSA [3]

The remainder of the paper is organized as follows: Section 2 contains a review of the suggested methods. The
achievement of the biometric digital signature system is defined in section 3. Section 4 discusses the results of the
strategies implemented. The conclusion and future work are explained in Section 5.

2. Related Work

This study discusses biometric signature technique systems that depend on the biometric features produced by
various authors based on their experiments. The most significant studies related to this research. The authors in [3] have
suggested a new approach for generating digital signatures utilizing biometrics, named biometric signatures, and
presented two methods for creating biometric signatures employing RSA and DSA. The work describes in detail the
changes suggested in private key generation utilizing both approaches to facilitate certificate renewal. In addition,
utilizing the RSA algorithm in this work presents a new approach for generating private keys for biometric signatures.
The speed of biometric signatures utilizing improved iris recognition algorithms, as well as comparative key generation
speeds for various biometrics, are demonstrated using JAVA implementations of both methods.

The authors in [4] have presented a biometric approach for producing key encryption utilizing iris recognition
stored in a smart card using the author's signature. many measures were taken to ensure the safety and efficiency of the
use of the private key. The employed iris recognition is based on a novel emerging technology based on the Flexible-
ICA methodology, which contributes to the service's quality. In comparison to other approaches previously employed,
this method has a lower Equal Error rate. In 2016, Sireesha and Reddy have been implemented two stages of
combination in an iris and fingerprint pictures for biometric authentication [5]. Iris and fingerprint features are
calculated by a feature extraction module that has updated the Local Derivative Pattern (LDP) and Gabor-dependent
features. Two levels of combination are utilized, like Sensor Level Fusion (SLF) and Feature Level Fusion (FLF). In
[7], Raja, Raghavendra, Venkatesh, and Busch were suggested a multi-patch deep features extraction using deep coarse
filters to construct a robust smartphone iris authentication method utilizing the visible spectrum [6]. Also, they
indicated that the features must be defined in a collaborative subspace to improve the classification performance by
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increasing probability, even under a single test enrolment. This approach is tested on the Mobile Iris Challenge
Evaluation (MICHE_I) database, where the researchers registered an Equal Error Rate (EER) lower than 2 %.

The authors in [7] have been presented the biometric cryptography of the iris primarily for key generation,
cancellable biometrics, key binding, and integrating keys from the iris with public-key cryptographic schemes. The
main biometric key generation approach can be divided into the enrolment phase and the verification phase. The
enrolment stage checks in the user data and produces a verification string to be compared with the verification stage
when a legitimate user wishes to sign in. This main type of biometric cryptography has been shown to be insecure
enough as an unauthorized user can still gain access to the system. Therefore, the key binding method shows further
how the security of the biometric iris can be enhanced through the use of a fuzzy vault system, which adds an extra
layer of protection whenever a legitimate user wants to sign in. Various modules are used in this proposed approach to
build a more secure cryptographic key from an iris image [8]. In the first step, iris images from the CASIA Dataset
V1.0 are handled to determine the iris region, and this region is normalized into a dimensionally constant rectangular
block utilizing Daugman's algorithm known as the rubber sheet technique. To match the rubber sheet models, principal
component analysis is performed. Two unique prime numbers have been generated for the selected area of the rubber
sheet design which is to be used for the data encryption and decryption operation. The creation of prime numbers
underlies the use of most public-key cryptosystems, basically as a primitive required for the generation of RSA key
pairs. The technique was used for 105 images of the CASIA dataset and iris segmentation is approximately 85.71%. In
2018, A.Ullah and Mahmood have been proposed a lightweight, shortened, complex digital signature mechanism to
provide safe communication between smart devices in person-centered IoT [9]. They utilized less comprehensive
operations to perform signature and verification operations, such as person beings signing legal documents and later
checking as per witness. Results show that this approach is improving the security intensity to protect against an
analysis of traffic.

The author in [10] has been studied a combination of iris templates with the main and commonly utilized digital
signature algorithm RSA. The template size of 320 bits improves accuracy at the expense of higher execution and
processing time. However, in today's environment, when correct user identification is of prime essential in critical
applications such as online financial transactions, banking, and user authentication, precise user identification is
critical. With the advancement in system processing power, it is now possible to use template sizes of 512 bit and 1024
bit, and their use can be commonly accepted in critical applications where accuracy is a top priority. The authors in
[11] have been provided the first feasible architecture for using the RSA algorithm to implement identity-based
cryptography with biometrics. The solution offered in this paper is able to provide a certificate-less digital signature
mechanism to the users where public and private keys are produced on the fly. The author has developed a practical
solution for integrating biometrics with ID-PKS, which offers complete certificate-less technology for executing digital
signatures.

The authors in [12] have been developed a special concept of digital signature named fuzzy signature, which is a
signature strategy that utilizes a noisy string like biometric data as a private key but does not involve user-specific
auxiliary data (also known as a helper string in the context of fuzzy extractors) for signature generation. They also
describe how to implement a biometric-based PKI that employs biometric data as a cryptographic key, which we refer
to as the public biometric infrastructure (PBI). In 2020, V. Carmel, and D. Akila have been given a critical review of
how biometrics can be effectively implemented to remove one problem of cloud protection, identity theft [13]. A broad
range of biometric authentication method protocols and cloud-based applications, particularly to combat identity theft
have been previously proposed.

3. Proposed System

This section offers a summary of the proposed method is provided that used two techniques: iris recognition-based
deep neural network and digital signature based on RSA algorithm as shown below:
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Fig. 2 - Flowchart of the implemented system

3.1 Iris Recognition System Based on Deep Neural Network

1. Image Acquisition: This is an important stage in this system since all the next stages highly depend on the output
of this stage. At the first, the iris dataset has been utilized to test the system [1]. After several attempts, images can be
directly taken from the camera and entered the port of Raspberry Pi 4 Model B successfully, offering a complete
authentication system. Northern Technical University Iris Dataset (NTU) has been collected from 30 persons with 10
iris images from each person by camera infrared [15]. These images are taken under various situations of pupil
expansion, eyelids & eyelashes occlusion, and a slight shadow.

2. Iris Segmentation Technique: The inner edge of the iris area is identified before the outer edge, since the pupil is
the darkest area in the eye image, and can be easily detected [16]. The pupil localization is performed by converting the
grayscale eye image into a binary image utilizing the threshold procedure. In this procedure, all pixels with values
greater than the upper threshold are represented as edge points. Moreover, all the adjacent pixels to these edge points
with values greater than the lower threshold, are represented as edge points as shown in Figure 3(b). The Canny edge
detection technique is used to produce the edge map given the fact that the Canny operator beats other edge detection
techniques of detection of iris edges, as shown in Figure 3(c). The pupil is successfully identified by using the CHT to
determine the center coordinates and radius of the pupil circle. The pupil area in the binary image is almost completely
detected. Figure 3 (d) illustrates the inner boundary of the iris region that has been identified.

' (b) (©) ‘

Fig. 3 - Pupil localization (a) the input image; (b) threshold method, (c) output of the canny edge detector; (d)
the localized pupil boundary

The most difficult step of the iris localization is locating the outer border of the iris, because of the low difference
in intensity between the iris and sclera, therefore is no defined border between them. Moreover, in several cases, the
upper portion of the iris is completely hidden by the upper eyelid and eyelashes. The isolated ROI is used in this study
to extract the significant features of the iris for its efficient representation, as shown in Figure 4 (b). The 2D Gaussian
filter is also used to smooth the photo of the eye and decrease noise, as seen in Figure 4 (c). Then, an edge map of the
eye image is created by implementing the Canny edge detector as can be shown in Figure 4 (d). After this, the
coordinates of the center and radius of the iris circle are found by performing the CCHT, as seen in Figure 4 (e).
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e
(e)

Fig. 4 - Iris localization stages: (a) input image; (b) ROI; (c) the 2D Gaussian Filter; (d) canny edge detector; (e)
the final detected iris boundaries

The Gaussian filter is a low pass filter, the 2D parameters of which are determined as follows [17]:

W= @

v 2R

Where 1, is the input image and ¢ = 0.8 is the default deviation of the Gaussian. Gaussian filter removed the noise and
unnecessary detail and enhanced the quality of the image. Then, a Canny edge detector is utilized to create the edge
map [18].

3. Normalization: When the iris boundaries have been located, iris normalization is executed to generate a vector
of a fixed dimension feature that helps two different iris images to be compared. The iris normalization method is
implemented using Daugman's Rubber Sheet mapping to convert the iris image from cartesian coordinates to polar
coordinates. The rubber sheet algorithm remaps every point in the segmented iris region in the cartesian (Xx,y)
coordinates[19], to the polar coordinates (r,0) Where r is at the [ 0,1 ] interval, and where (0) is at the [ 0,2x ] angle. As

shown in Figure 5.

1(x(r.8).y(r.8)) = I(r.8) )
x(r,8) = (1 — rlx,(B)rx,(8) 3)
ylr.8) = (1 —r)y, (B)ry(8) 4)

In which 1(x,y) is the region of the iris, (x,y) is the main Cartesian, coordinates, ' and i are the pupil and iris
radius respectively, (r,0) is the conformable polar coordinates “&, ¥# & *:, ¥ are the pupil & iris region coordinates

along # the direction[20].
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Fig. 5 - Daugman’s Rubber Sheet algorithm
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Fig. 6 - Examples of normalization process

3.2 Feature Extraction

This study implements feature extraction and classification using a deep learning method. Two models have been

suggested for iris recognition; the first is a CNN model and the second is a hybrid CNN-SVM model. Through this
study, the experiments have been performed utilizing (80%) manually selected samples for training, while the
remaining (20%) for testing provided a specific set of sample data.

3.3 CNN-SVM Model

Also termed as ConvNet or CNN is a deep learning method that consists of multiple layers. CNN's can be used for

various functions such as segmentation, object detection, and recognition. In comparison to other neural network
models, the number of parameters in CNN models has been greatly reduced by utilizing share weights and biases [21].
The CNN architecture is made up of several types of layers, like an input layer, a convolution layer, a pooling layer, a
fully connected hidden layer, and a softmax layer [22] as shown in Fig.7.
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Fig. 7 - CNN architecture [22]

Input Layer: The neural network's input is represented by the input layer, which defines all matrix pixels in the
input image. A grayscale or RGB image can be used as the input layer.

Convolutional Layer: Convolution layers is essential in deep convolution neural networks. The convolution
layer's goal is to extract the main feature maps by performing a convolution operation (*) around the image. The
factor involved with the execution of the convolution operation in the convolution layer is known as Kernel or
Filter, and it is a square matrix smaller than an image. The equation of the convolution operation is shown in Eq.

(5) [23].
jzl’ = Zj. I:.[J'.-i. +wi o ad ) (5)

Where x/ is an input image of the previous layer, w'/ represents is the filter's weight across the x/ & y* while b*
is a filter's bias via the input channel and the output channel, ¥' is a neuron in the i output.

The rectified linear unit (ReLU) In the CNN model, the rectified linear unit (ReLU) has been utilized after each
convolution layer and fully connected layer. Eq. (6) represents the ReLU activation function [24].

f (x) _ max (0; x) (6)

Pooling Layer: The pooling layer is accountable for lowering the size of the input data [25].
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e Flatten Layer: Flatten layer is used to convert the multi-dimension input to the one-dimension, typically used in
the conversion from the convolution layer to the fully connected layer.
Fully Connected Layer: In a convolutional network, the fully connected layers are effectively a multilayer
perceptron (usually a two or three-layer MLP) that attempts to map the m1(I-1) xm2(I-1) xm3(l-1) activation
volume from the set of previous various layers into a class probability distribution [26].

e The softmax activation function computes the event's probability distribution over a set of n events. This function
calculates the probabilities of every target class across all potential target classes. The probabilities obtained later
will be useful in evaluating the target class for the provided inputs [27].

)

After the normalization process is finished, the CNN model will be ready to recognize each person. The
architecture of the proposed CNN model is shown in Figure 8. CNN model consists of seven layers. CNN takes an
input image with a fixed size. Therefore, all training images are resized to 64x360 pixels. CNN layers are partitioned
into 2 sections, the first four layers are used for the extraction of features, and the following three hidden layers are

liable for the classification of features.
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Fig. 8 - CNN

model [29]

The system implemented has been programmed to utilize ADAM optimizer with ($=0.9), and ($=0.999), (0.0001)
learning rate, 0.0005 Weight decay, and 32 batch size. The detailed definition of CNN layers is shown in Table 1.

Table 1 - The architecture parameters of CNN layers

Layer (type) Kernel Kernel Size  Output Shape  Parameter
conv2d_1 (Conv2D) 6 3x3 (64,360,6) 60
maxpooling2d_1 )
MaxPooling2 2x2 (32,179,6) 0
conv2d_2 (Conv2D) 32 3x3 (30,177,32) 1760
max_pooling2d_2 )
MaxPooling? 2x2 (15,88,32) 0
conv2d_3 (Conv2D) 64 3x3 (13,86,64) 18496
max_pooling2d_3 )
MaxPooling2 2x2 (6,43,64) 0
conv2d_4 (Conv2D) 256 3x3 (4,41,256) 147712
flatten_1 (Flatten) - - (41984) 0
dense_1 (Dense) - - (1024) 42992640
dense_2 (Dense) - - (512) 524800
dense_3 (Dense) - - (30) 15390
Output(Softmax) - - (30) 0

2. CNN-SVM Model: The Support Vector Machine (SVM) is a machine learning supervised technique. Because it
is exceptionally accurate, able to detect and process high-dimensional information, and flexible in modeling multiple
information sources, the SVM classifier is widely used in bioinformatics (and other disciplines) [28]. The CNN-SVM
model was created by swapping the last two hidden layers of the pre-training CNN with SVM to improve the efficiency
of the CNN model. This model used Pre-training CNN as a feature extractor, and SVM as a classifier. Figure 9 displays
the architecture of the proposed hybrid CNN-SVM model. The CNN-SVM model has been trained in two steps. The
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training dataset images were supplied into the pre-training CNN model to extract the features in the first stage. The
features were then fed into the SVM classifier for training, and the step was repeated on the testing dataset to test the
model.

U - o ~1_A : ] :
. . t } < _ &
~ ‘| -t B N
T T T Dense
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e 68642360) (6@32x179) (32@30x177) (32@15x88) F.Maps (64@6x43)(F36@3x) l _ et £
{ I} '{ (64@13386) = i =
N, . \ -
! ' e ! o b | -

\ - e ) = \ 1} \
r’]‘\ i & il ; ‘ }:h A’ z
3 | ! ) JER \ W T
2 1 = b '.\._\\ ‘\\ \\ E :
s
S

Fig. 9 - CNN-SVM model

3.4 Training Strategies

1. DAM Optimizer: Adaptive Moment Estimation is one of the most popular gradient descent optimization
techniques discovered by Kingma and Ba, that measures adaptive learning rates for every parameter and solves the
issues with other optimization techniques like learning rate decay, high update variance, and low convergence. The
formulae are as follows [30].

( m,=Bm,_;+(1-F)g, 3

v, = Bov,_y + (1 —ﬁ:)gs
m, = —t
t T af
] A . ®)
v, = 1_;£
— g —py e
L Eﬂ'l - Hr ’ Jvete J

Here By and B are rates of exponential decay, "'z and ¥t are estimates of the first and second moment of the
gradients, ™+ and Y+ are variants that have corrected the "+ and ¥t bias through the initial iterations to 0 according

to the initialization values of "¢ and Y= to 0’s [31].

2. Data Augmentation: Deep Neural Networks require to be trained on a big number of training samples to
accomplish effective prediction and avoid overfitting [32]. In an attempt to increase the dataset artificially for the
training of the large model, data augmentation could extend each dataset "by factors of 16x, 32x, 64x, or more" It was
achieved by using simple functions such as rotations, cropping, flipping, scaling, translations, and shearing to create
several copies from a single image. These techniques could be applied individually/combined to produce more flipped
and cropped images [32].

3.5 Digital Signature Based on RSA Algorithm

Biometric Signature-based RSA algorithm is the first public-key cryptography method which is commonly utilized
for secure information transfer [33], which ensures both confidentiality and protection. RSA algorithm is utilized with a
2048-bit iris template to produce a private key by determining the nearest number to the biometric template that is
relatively prime with the Euler totient equation g(n) by utilizing it as a decryption exponent, d (maintained secret). The
size of p and q have been selected to be 1024 bit; therefore, the size of the modulus is 2048 bit.
1. Transmitter (key and signature generation)
a) Key generation:
1. Creat two prime numbers p, q each1024bit.
2. Find modulus n = pxq then @(n) = (p-1) (g-1).
3. Create decryption key, d from the 2048-bit iris template by increasing it to the nearest relatively primary
number to @ (n). [Private key = (d, n)].
4. Calculate the exponent of encryption (e) as its multiplicative inverse of the (d) modulus @ (n), termed:
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e=d 'mod(0 (n)) 9)
[Public key = (e, n)] [33].

b) Signature Generation:
1. Calculate messages hash H (m) utilizing SHA1 in which (m) is the message to be signed digitally. Encrypt H
(m) with d and n by the equation (11):
§ =(H(m))%mod n (10)

Here S is the signature [33].
1. Encrypt message and signature (m + S) through each previously accepted private key scheme and transmit
that to the recipient.
2. Recipient (signature verification)
1. Decrypt the obtained encrypted message utilizing a previously agreed private key mechanism to decrypt the
original message and the signature (m + S).
2. Calculate H'(m) from the message, m utilizing the same hash function as the transmitter [34]. Decrypt the
signature to extract H (m) utilizing:
H(m)= 5 modn (11)

3. Compare H (m) to H'(m) and check the biometric signature. If a template itself (without incrementing) is
relatively prime to @ (n) then utilize the template here as a private key. Because the private key is never
transferred, there is also no possibility of the recipient end being misused for the iris templates.

3. Generation Keys from Iris

The iris image's features have been converted to a binary template termed IrisCode (the iris image after
processing and encoding) [35]. The features obtained by the CNN is arranged to the feature vector, and then the
threshold value is applied, then the feature vector is flattened to 1D.

A private key is denoted in the RSA algorithm as {d, n}, where d is the private part, and as such d here is the
private key = iris template. Increase the decryption exponent (d) obtained from SHAL of the 2048-bit iris
template to get the nearest relatively primary number with (n), by choosing an integer d such that GCD [®(N),
d] = 1. [(d, n) = private key]. Determine the encryption exponent (e) as the multiplicative inverse of the (d)

— -1
modulus @ (n), which is denoted as € = @ 10A(B(1)) pipic key = (e, )]

4. The Designed Prototype for Biometric Signature Technology

This section describes the overall design of the system explains all the equipment required to establish the system,
which is consisting of a Raspberry Pi 4 Model B, Raspberry Pi infrared camera (placed inside a box and having a hole
to position the eye on it), CSI camera port of the Raspberry Pi has been used to connect a Raspberry Pi camera,
Ethernet cable has been used for attaching the Raspberry Pi to PC laptop through Gigabit Ethernet port, then the
Raspberry Pi could be programmed by the keyboard as shown in Fig. 10.

Raspberr\ Pi4 Model B

CSI camera port

Glgabxt Ethernet port PC laptop

berson IR Camera inside box

Acrylic box

Fig. 10 - Proposed prototype
1. Raspberry Pi 4 Model B: Raspberry Pi is a credit card machine developed in February 2012 by the Raspberry Pi

Foundation, which can execute small to medium tasks that can be done by a conventional desktop computer. It provides
major improvements in processor speed, multimedia performance, memory, and connectivity compared with the prior-
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version “Raspberry Pi 4 Model B” while maintaining drawbacks as the consumption of power. The “Raspberry Pi 4
Model B” specifications are mentioned below and shown in Figure 11:

40-in Choice of RAM o
168 | B 6o Gigebht

USB-C Power " 4-Pole 3.5mm
Supply Port Micro HOMI Port Audio&composite video

Fig. 11 - Raspberry Pi 4 model B [36]

The Raspberry Pi arrives without an operating system. An operating system (OS) should be installed on a micro
Secure Digital (SD) card to use the Raspberry Pi. The most suitable OS that can be used essentially with Raspberry Pi
is a Raspbian operating system. This OS is focused on Linux designed for the Raspberry Pi. Raspbian is backed
formally by the Raspberry Pi Foundation for OS.

2. Raspberry Pi Camera: Raspberry Pi Camera Board is an official device night vision adjustable focus lens (5MP)
with the acrylic box holding by stand carrier. Support all updates of the Raspberry Pi, 5 megapixels OV5647 sensor.
Support the relation of flash LEDs and/or infrared LEDs. It also offers a power output of 3.3V, with the best resolution
sensor 1080p. Includes 15cm Pi zero camera cable, and dimensions: 72.60 x 24mm (including cable connector) as
shown in Figure 12.

Fig. 12 - Camera setup directly with the camera port on Raspberry Pi 4 [37]

3. NTU Dataset: Northern Technical University (NTU) iris dataset, after many trials on different cameras, it
became clear that the Camera Near - Infrared (NIR) Board mentioned in Appendix A2, with night vision enabled and
placed inside a box and having a hole to position the eye on it, can be a successful way to capture the image as seen in
Figure 13. The specifications of these datasets are described in Table 2.

Fig. 13 - Samples of NTU iris database collected by night vision camera [15]
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Table 2 - The specifications of NTU iris datasets

Property NTU
No. of Classes 30
Samples/ Subject 5 right 5 left
No. of Images 150 left 150 right
Image Size (1024x768) pixel
Image Format JPG

The Near-Infrared (NIR) wavelengths distributing by the camera detect rich and complex features including black
irises. Also, the size of the pupil may change due to the variation of the light, and the associated elastic deformations in
the iris texture may interfere with the results of pattern matching. After many trials, images can be taken directly from
the camera and successfully entered the port on Raspberry Pi, providing a complete authentication system. Iris images
have been obtained from 30 volunteers with 10 iris images from each person. The images were saved in the format of
"JPG" with an image size of pixels (1024x768).

4. Personal Computer: The experiments of the Biometric Signature system have been carried out on a Laptop PC
(64-bit operating system, x64-based CPU, (8) GB RAM, Core i5--3210 processor, 2.40GHz) using python libraries and
Jupyter notebook environment.

5. Results and Discussion

Several experimental tests are presented in this section to evaluate the efficiency of the implemented iris localize,
deep learning technique for iris recognition, and biometric digital signature-based RSA algorithm with provided a
comparison of key generation speeds.

The major measurement criteria for measuring performance in deep learning and machine learning are accuracy.
Accuracy is the number of data points correctly classified from all data points. Equation12 define the accuracy [38]:

Number rect ol ificati
um :3? of correc ::nsls'z,fzcn.zmzs x 100%
Accuracy = Totalnumber of classifications (12)

The dataset then moved through several phases, like resizing the image, dividing the dataset into training and
testing, the next phase is loaded into the CNN training dataset to extract its features and verify the trained network and
check the accuracy of recognition. Table 3 shows the recognition accuracy of the selected iris image datasets with
running time and number of the epoch.

Table 3 - The recognition accuracy of The NTU iris datasets

No. of Accuracy (%) Time Accuracy (%) Time
Dataset Epoch Train CNN (m) CNN-SVM (m)
P Model Model
NTUID left 500 96.67% 29m 97% 31.7m
NTUID right 500 100% 38m 100% 38m

The implemented system gets an accuracy of (97% and 100%) for both left & right for the left and right (NTU) iris
datasets respectively, after training as described in Figures 14.
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Fig. 14 - Accuracy of training and validation of the CNN model (a) left NTU dataset; (b) right NTU dataset

Figure 14 shows that the accuracy of the training and validation process rises with each epoch as the model has
been trained and the model is trained without overfitting problems between the training samples and validation
samples. The amount of loss at the end of epochs is shown in Figure 15. It can be seen that a very small loss was 0.004
and 0.00023 obtained for the left and right iris, respectively.
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Fig. 15 - Loss function of the CNN model after training process (a) left NTU dataset; (b) right NTU dataset

5.1 Matching and Decision

The template that is produced by the feature extraction module is matched with all the previously saved templates
in the system'’s database to calculate decisions. So that the decision can be taken with high confidence as to whether the
two templates are from the same iris or two various irises. The decision is the last stage of the biometric system in
which the person is identified or a claimed identity is either accepted (authorizing the person) or rejected (not
authorizing the person). Theerror rate is the ratethat divides the number of misclassified samples by
the total number of samples. The error rate is determined by the equation below [38]:

Number of misclassifications

Error rate = - " —
Total number of classifications

(13)

Accuracy + Error rate =1 (14)

1. Prediction on One Image with Threshold Value: In this case, a comparison is made by matching the feature
vector of the present input with the saved feature vectors within the template. The basic threshold definition for iris
classification will read and define the intensity values of every data element is true if the value is above the threshold
and false if the value is less than the threshold. To calculate the prediction threshold that decides what the predicted
class is, the classification threshold operator depends on the probabilities that the model generates.

inclass, Confidence value = Thresheld
Classification = toutcless, Confidence value < Thresheld
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Here the threshold value is equal to 0.97, and this value has been chosen after reading all the data and finding the
lowest true value. The major limitation of threshold methods is that they are often absent for accurate classification.

2. Prediction on One Image with Claim Verification: The authentication system tries to verify the claimed identity
of an individual in the matching operation by comparing a verified sample to previously-stored templates and trying to
answer the question? What is the claim of this person? Which class no.? In this case, a user claims his identity. So,
similar processes of biometric acquisition, pre-processing and feature extraction are performed. Then, with the same
claimed identity vector, the resulting feature vector will be matched. This module is referred to as one-to-one matching.
At last, the decision on identity is to accept the claim or reject it.

3. Prediction on All Dataset: The model has been loaded to make final predictions for all datasets. The result shows
the false prediction of the data predicted false, and the minimum true confidence value is mentioned in Table 4.

Table 4 - CNN predictions (all datasets)

Dataset Prediction all Dataset Confidence value
NTU 0.003 0.98

4. Prediction on the Train Dataset: The result of predictions in the training dataset shows the false predictions of
the dataset and the minimum true confidence value is mentioned in Table 5.

Table 5 - CNN predictions (train datasets)

. . Confidence
Dataset Prediction Train value
Dataset Right /Left Iris Right /Left Iris
NTU 0.0 0.0 0.99 0.98

5. Prediction on the Test Dataset: The result of the predictions of the test dataset shows the false predictions of the
data predicted false, and the minimum true confidence value.

Table 6 - CNN predictions (test datasets)

Prediction Test Dataset Confidence value

Dataset : i
Right/LeftIris  Rignt /Left Iris

NTU 0.0 0.34 0.99 0.98

5.2 Confusion Matrix

A confusion matrix has been employed to determine the performance in the classification issues. The confusion
matrix is C x C matrix (C: here represents the number of classes). It is used to identify the number of samples that are
properly classified, and the number of the samples that are wrongly classified. When C=2 (two classes) [39].

Predict Class
Predict Class

2345678910111213141516171819202122324252627282

True Class (a) True Class (b)

Fig. 15 - Confusion matrix of the model (a) left NTU dataset; (b) right NTU dataset
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5.3 Results of Biometric Signatures Using RSA Algorithm

The digital signatures system was designed with the biometric features of the iris to improve the security of the
required system. The principal steps of the signing process after obtaining the iris template for the classified person are:
Calculate the public and private keys for the classified person.

Load the public and private keys from the disk.

Input person class no. to load the keys for sending the message.
Answer the question? from the left (I) or the right (r) eyes.

Input person class no. to load the keys for receiving the message.
Answer the question? from the left (1) or the right (r) eyes.

Enter the message.

Cipher message is.

9. Sender's signature is.

10. Decrypted message is.

11. Verify Successfully (sign by the person no.).

NG~ WNE

The result of implementing the (Biometric Signature utilizing RSA algorithm) is calculated and a comparison of
key generation speeds has been provided. Table 7 shows the average time taken for biometric signature utilizing RSA
for various modulus lengths and iris recognition (template size = 2048 bits). SHAL was used the one-way function to
convert the template to (120 & 240) bit of hash by concatenating the results acquired by utilizing (6 & 12) various keys
for modulus sizes of (1024 & 2048) bits respectively.

The key generation (calculating n, d, and e) time has been raised for the modulus of 2048 bits because of a more
considerable key length included. The time of signature and verification is extremely short.

Table 7 - Biometric signature using RSA speeds for different modulus lengths and template size of 2048 bits
(NTU) dataset

1024 bits (in a sec) 2048 bits (in a sec)

Key generation (n,d,e) 2.77 5.17
Signature S 0.158 0.288
Verification 0.022 0.056

Note: SHA1 is used as the hash function to produce message-digest

The time required for Biometric Signature for various key lengths is shown in Table 7. The key generation
(calculating d and e from a provided 2048bit template) time is considered large due to the key length involved, while
the time of the signature and verification is too short.

The comparison speed of signature key generation for the different iris templates has been described in Figure 17.

Biometric signature utilizing RSA can be applied with any biometric without limiting template size because the
verification time is very shorter, the validity of the private key produced could be tested locally in a short time (in a
millisecond).

[Comparison of Relative Execution Time (ms) of 256 , 512 ,1024 and 2048 bit Template Size]
4

5.
51- EEE 256
451 @ 512
451 mmm 1024
35 O3 2048

EXE. Time {(ms)
P
-

0.3 4 -

0.0 = g g T

256 512 1024 2048
IRIS Templates Bit length

Fig. 17 - Comparison of Execution Time of Different Template Size (NTU Dataset)
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6. Conclusion

In this work, iris recognition for Security applications with the microcomputer Raspberry Pi 4 Model B has been
implemented. The powerful and efficient multimodal biometric system has been implemented to determine the person’s
identity by building a deep learning-dependent approach of the same person's right and left irises. The current system
includes image acquisition stage using IR camera, segmentation using CHT algorithm, normalize image by a rubber
sheet model, features extraction and classification stage depending on the Convolutional Neural Network (CNN) with a
multi_class SVM algorithm to improve the accuracy of the CNN model and the matching of iris templates for biometric
identification and verification. The system gets an accuracy of (97% and 100%) for both left and right (NTU) iris
datasets respectively after training. The experiments have been expanded to examine the authentication system aims to
verify the claimed identity of an individual by comparing a verified sample to previously-stored templates and the
decision on identity is to accept the claim or reject it. Based on the results of the iris classification, a new system to
create digital signatures using biometrics has been implemented and named biometric signatures. The iris templates are
used to be combined with the PKI for digitally signing messages. This method is used to produce a private key based
on any size of the biometric template and the RSA algorithm. The Speed of Biometric Signatures based on iris image
and comparison key generation speeds for different biometrics are provided. Biometric signatures can ensure long-term
stability and high accuracy without limiting the size of the template. The implemented system confirms that it is
possible to create a public / private key pair in less than a minute. Private keys may be easily updated periodically or on
request. Furthermore, it explains the time of key generation, signature, and verification is 5.17sec,0.288, and 0.056
respectively for the NTU iris dataset. As future work, this design could be modified to use colored iris images, which
may provide additional details that can improve the accuracy of identifying iris boundaries. The performance of the
current IrisConvNet model could be examined in solving the challenge of heterogeneous iris detection. The use of
biometric could be modified to use DNA as the best biometric to be combined with a digital signature that will aid to
improve the system performance.

Appendix A: Screenshots of Encryption and Generated Signatures

T Jupyter RSANTU Last Checkpoint 061022021 (autosaved) (o Logo
File Edit View Insert Cell Kernel Widgets Help Trusted | Python 3
B+ = A B 4 % PR B C W Code ML

-
Which puplic key to use of encryption ? :2
Which private key to use of signning * :1
Which private key to use of decryption ? :2
Which puplic key to use of verifcation ? :1
Message is : kkk

cipher message is : 1234f5da8@61a224236b83bdald7%aedcl66513ebl9bbfdeba25fdb3f42efd1%2a187F53761d82d805106@1162eB212626c05f7a
fab6e047e5584f6af9acd50292df68248cabo@34cf28412314bbT@57a4a821cc9fb9a5@6b3183df64118d463f3cffalccefdead280c1Beal4abcfbl8c8273
b3b538aBea43a79585¢cab26f5c8d66d39223d3df60382Ftbac45d480388c5951ba22988bad6148fbcfdo18c86539c2566d52f c3eaB+542c1848abBcaelabfee
bc16881353fa7@3d60bBc2de52cableadchbdd24bad219cdeel5843cb684564009bedd61d5742f587626222a24baet0ea28d6114721d2435a8c57405663112
a6@e51924c6b458@7ba269b742ac7f66C8

message signing time ©.2879887949866162

Jupyter RSA NTU Last Checkpoint: 06/02/2021 (autosaved) -~ Logo

File Edit View Insert Cell Kernel Widgets Help Trusted | Python 3
B 4+ 3 A B A % PRin B C W Code v =

[ >

r Message SIgNIng time O 287080790 162 ”

sender's signature is : 2a6da7ceec28578eabbccetbfb8f972a748131584af57628c5a46boded5eft42d1cbed7@118a522226754338861db5289974
Sbeeb@5bb526bb2al7bedd788134el16c6c2fT5fdc338fa4218b6%ca26bdcd@464caialeldBdBfaledb2d3ffoevde26c621bla9e84552d2adB07e18b58de38T
65cfa16d1ifezfdeaa78acded2fcdel65bcfl866cda7cfac3b3444e9a5051102472edabf523830ca6b5368Fe@9344367h6b1fc8cb2bsab7dc16529d2877h47
78eeB86612237dbco8f4708920841F3236967ebc6fa38Red129519e5625872bb2cc7baledef77d7baladfaed22a6d4deeb75baddaselascofeds581f7ee22e7bs
chd966797feBe7d3a8670df119d79achea3de

decrypted message is : kkk
message verifiction time ©.8560@142478942871

verified Successfully, signature verified using the public key : PublicKey(27795732825128488592612834343231486761432587155125
936823383968512086682325319343614981322674837844063068734205082720879432852746869861962620659388261121515825336741826288678806440
2630024362062918898564099882256473724350959500036463587000762831440219919181858134231163978642934045652042236182925942955286632
628020064826133122960467873120343@87883863022669218145412457011185267778207247814412048613148333254659082336042191254427792366
418682715827827279812823488322510115681882575563246701419672746722@86226112268982620871416654243721677437831663227693528577185
5268995327162379113985564017072694857931101472746621582316523753701, 94798434487673390716815350625438978508755778310782120564
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message verifiction time 8.8568@142478042871

Verified Successfully, signature verified using the public key : PublicKey(277%5732825128488592812034343231486781432587155125
93823303905138a56683253193436149813226748378449630687342058272088794328527468698619626230659388361121515625336741826338678386448
2636824362062918389056400882256047372435085956003604035878007628231449219019181858134211639786428340456052042236182925942955286632
6280200084026133122000467873120343078838036228692181454124570111852677782072478144126486131483332540590282330042101254427792368
4186@2715027827279812823468322510115681582575563246751419672740722862261122689826208714166542437216774378316632276935285771@5
526899532716237911308556408176726094857931181472746621582316523753701, 2479843448767339071681535062543809785087557783167821205a4
9755680482062185851664537008010581250130027765196727159642109728167040458201071653823387011035367871051112036422340@48876091737
49634266875882112503572985016357882142684125182133054285720881773192856207684238683675620151645260581292152784385955171585552528
52896223010085428320364530089588375607178600837223360282916807053130014599516246483084360948911534551136746503248723603647875021
21512888056840867182764550504871586503303401508648267618183126364678787447297@45@122720016583830756091226157648853558502812376
5e7389417679988332362172376066257214645488642146646981948423)

which refence to person 1 !

massage input, Sending, signing and verification time in seconds is : 5.9848667208214844

Appendix B: Components of The Proposed System
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