Sleep Heart Rate Variability Analysis and $k$-Nearest Neighbours Classification of Primary Insomnia
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Abstract: The Heart Rate Variability (HRV) of many sleep disorders shows an alteration of the sympathovagal balance of the Autonomous Nervous System (ANS). Primary insomnia refers to the difficulty in initiating or maintaining sleep that is not caused by other illnesses or substances. The HRV of primary insomnia shows inconsistent findings although it is believed to impair the HRV variables. This study compares the HRV changes during different sleep stages and evaluates the $k$-nearest neighbours (kNN) classifier using the HRV features for primary insomnia classification. The time and frequency HRV variables were extracted from sleep ECG signals of 10 primary insomnia patients and 10 healthy controls during four sleep stages – N1, N2, N3 and REM. The Mann-Whitney U-test was conducted to evaluate the existence of statistical significant differences between the two groups at different sleep stages. The kNN classifier was adapted for the classification tool. Only the LF index of HRV was significantly higher in the primary insomnia patients compared to the healthy subjects. The classification accuracy of kNN was at 75% when both the HRV time and frequency variables were accounted as inputs to the classifier.
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1. Introduction

Insomnia has affected millions of people worldwide with the key symptom of having difficulty in falling asleep or remaining asleep. Generally, insomnia can be categorised into two types: primary insomnia and secondary insomnia. Primary insomnia is purely not related to any other medical and health condition, whereas secondary insomnia occurs as a consequence of physical or mental problems (Wilson, 2015). Depression, shift work and comorbid physical illnesses have been identified as the risk factors of insomnia (Klink, Quan, Kaltenborn, & Lebowitz, 1992; Smagula, Stone, Fabio, & Cauley, 2016). The impact of insomnia, particularly in cardiovascular diseases, mental disorders and socioeconomic aspects, is significant (Sivertsen et al., 2014). Insomnia has been reported to increase the risk of developing heart disease by 45% (Sivertsen et al., 2014). It has been estimated that the total annual cost of insomnia, which includes healthcare service and medication costs and productivity losses, amounts to USD 5 billion (Daley, Morin, LeBlanc, Grégoire, & Savard, 2009). Therefore, the early diagnosis and treatment of insomnia are required to prevent the chronicity and mortality of untreated insomnia.
Polysomnography (PSG) or sleep study that records multiple electrophysiological signals, such as EEG, ECG, EMG and respiration during sleep, is used as an objective measure to assess the sleep disruption in insomnia. Most of the PSG studies have reported shorter total sleep time, lesser slow wave sleep, longer sleep latency and disruption in the sleep architecture (Baglioni et al., 2014). In addition to these sleep measures, Heart Rate Variability (HRV) is another measure obtained from the ECG signal. HRV is a non-invasive instrument and an objective measure used in clinical research to evaluate the Autonomic Nervous System (ANS) in terms of sympathetic and parasympathetic activities (Task Force of the European Society of Cardiology the North American Society of Pacing, 1996). For more than two decades, HRV has been used as a tool to study ECG because of its ease and straight-forward implementation.

It has been reported that patients with major depression and primary insomnia are characterised by a significant reduction in the parasympathetic-related HRV (Spiegelhalder et al., 2011; De Zambotti et al., 2013). According to a recent review on the cardiovascular autonomic activity in insomnia, an increase in the LF and/or LF/HF measures and a decrease in the HF and/or SDNN, RMSSD, pNN50 measures has been interpreted as an increase in the sympathetic activity (Nano, Fonseca, Vullings, & Aarts, 2017). Nevertheless, increased sympathetic and decreased parasympathetic effects on insomnia have not been observed by other studies (Dodds, Miller, Kyle, Marshall, & Gordon, 2017; Jurysta et al., 2009). These varied findings on the HRV measures reported in the literature suggest that validation studies are needed to determine whether insomnia is related to HRV impairment.

Clinically, the diagnosis of insomnia is conducted through multiple tests, which include questionnaires, interviews, medical examinations and sleep studies (Ohayon & Reynolds, 2009). This diagnosis technique is not only subjective but also time-consuming. Therefore, an objective, automated diagnosis tool is preferred in many sleep disorder detection tests. Over the years, a single-channel sensor for an automated system for sleep-staging classification (Yilmaz et al., 2010) and sleep apnea detection (Mendez, Bianchi, Matteucci, Cerutti, & Penzel, 2009; Al-Angari & Sahakian, 2007) has been developed with high detection rates. Also, ECG signals and HRV measures have been used as inputs to various classification methods for the automated diagnosis of cardiovascular diseases (Acharya et al., 2017; Fujita et al., 2016).

Therefore, the objective of this study is to investigate the differences in the HRV measures during sleep between primary insomnia patients and healthy subjects. Second, this study explores the kNN classifier performance for primary insomnia automated detection based on HRV measures.

2. Methodology

2.1 Data

In this study, the PSG data was obtained from Charité University (Berlin, Germany). A total of 10 healthy and 10 primary insomnia PSG data was analysed. The sleep stages were scored accordingly as N1, N2, N3 and REM from a 30 s epoch of the PSG signal. Single-ECG channel (Lead II) signals with a sampling frequency of 200 Hz were extracted from the PSG data. The whole-night ECG signals were visually inspected for the determination of clean signals. Any epochs with noises and movement artefacts were discarded. The ECG signals were segmented to 300 s windows for HRV analysis as recommended by the Task Force of the European Society of Cardiology (Task Force of the European Society of Cardiology the North American Society of Pacing, 1996). The mean and standard deviation for age and sleep parameters were summarised as provided in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Healthy</th>
<th>Primary Insomnia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>36.1 ± 13.46</td>
<td>35 ± 11.67</td>
</tr>
<tr>
<td>Total Sleep Time (min)</td>
<td>393.95 ± 31.15</td>
<td>372.30 ± 58.56</td>
</tr>
<tr>
<td>Sleep Efficiency (%)</td>
<td>84.73 ± 7.86</td>
<td>77.24 ± 12.98</td>
</tr>
<tr>
<td>Total Stage Wake (min)</td>
<td>67.75 ± 46.89</td>
<td>112.60 ± 69.34</td>
</tr>
<tr>
<td>Total Stage N1 (min)</td>
<td>72.36 ± 40.52</td>
<td>57.65 ± 19.65</td>
</tr>
<tr>
<td>Total Stage N2 (min)</td>
<td>46.65 ± 25.21</td>
<td>185.90 ± 36.77</td>
</tr>
<tr>
<td>Total Stage N3 (min)</td>
<td>210.75 ± 37.21</td>
<td>88.95 ± 44.84</td>
</tr>
<tr>
<td>Total Stage REM</td>
<td>68.80 ± 21.52</td>
<td>39.80 ± 22.20</td>
</tr>
<tr>
<td>Sleep Latency (min)</td>
<td>15.53 ± 18.44</td>
<td>26.50 ± 25.39</td>
</tr>
<tr>
<td>REM Latency (min)</td>
<td>115.28 ± 66.64</td>
<td>102.35 ± 45.92</td>
</tr>
</tbody>
</table>

Table 1 – Subject Age and Sleep Parameters.
2.2 Computation of Time and Frequency Domain of HRV

To compute the time and frequency domains of HRV, the R–R time series need to be generated from the segmented ECG signals. The R peaks of ECG signals were detected using the well-known method of Pan and Tompkins algorithms (Pan & Tompkins, 1985). The programming works for the computation of HRV measures were carried out using MATLAB R2017b.

1) Time Domain

a) Mean R-R
Measures the average time from beat to beat or the R peak to the successive R peak of the R–R time series.

b) SDNN
The standard deviation of the R–R interval of normal beats. SDNN is defined as

\[ SDNN = \sqrt{\frac{1}{N-1} \sum_{j=1}^{N} (RR_j - RR)^2} \] (1)

where

\[ N = \text{a total number of successive intervals.} \]

c) RMSSD
The root mean square of the successive differences between the normal beats.

\[ RMSSD = \sqrt{\frac{1}{N-1} \sum_{j=1}^{N} (RR_j - RR)^2} \] (2)

d) pNN50
This measure is the number of successive intervals of N–N intervals greater than 50 ms.

\[ pNN50 = \frac{NN50}{N-1} \times 100\% \] (3)

2) Frequency Domain

The Power Spectrum Density (PSD) was measured to estimate the R–R interval series in the frequency domain method. PSD measures the absolute power of High Frequency (HF), Low Frequency (LF) and Very Low Frequency (VLF) bands. The frequency range for the LF band is between 0.04 and 0.15 Hz, which reflects the activity of the sympathetic part of ANS. The HF band, which is at a range between 0.15 Hz to 0.40 Hz, reflects the vagal modulation of cardiac activity. The LF/HF ratio defines the overall assessment of the sympathovagal activity. We applied a technique based on the Fast Fourier Transform (FFT) Spectrum for PSD analysis. To minimise the effect of changes in the total power to the calculation of HF and LF within and between subjects, the normalised value (unit, n.u) of HRV components was computed as follows:

\[ LF_{n.u} = \frac{LF}{LF + HF - VLF} \] (4)

\[ HF_{n.u} = \frac{HF}{LF + HF - VLF} \] (5)

\[ LF \text{ / } HF \text{ ratio } = \frac{LF_{n.u}}{HF_{n.u}} \] (6)
2.3 Statistical Analysis

The data analysis was performed using the Mann-Whitney U-test, where the independent variables were the groups – primary insomnia and healthy – and the dependent variables were age and sleep parameters as shown in Table 1. To further evaluate the existence of significant statistical differences between the two groups at different sleep stages, Analysis of Variance (ANOVA) was implemented. The independent variables were the groups – primary insomnia and healthy – and sleep stages – Wake, N1, N2, N3 and REM – whereas the dependent variables were the time and frequency domains of HRV. IBM SPSS software with p values of 0.05 was used to conduct the statistical analysis.

2.4 Supervised Classification: k- Nearest Neighbours (kNN)

The kNN classifier is a supervised-learning method capable of classifying the input data even in the absence of prior knowledge. Its implementation is one of the simplest pattern recognition methods, and yet it can achieve high detection accuracy. The kNN algorithm is based on an intuitive concept, where the distance between the data in the same class should be closer to each other. Its computation depends on the number of k-nearest neighbours and distance metrics (Hu, Huang, Ke, & Tsai, 2016). Various distance metrics are available to be adapted to solve different classification problems such as Euclidean, Mahalanobis and Minkowski (Hu et al., 2016; Mendez et al., 2009). The optimal value of k is determined heuristically by inspecting the data and cross-validation. Generally, a larger value of k improves the overall classifier performance due to the reduction in the effect of noisy points. Fig. 1 illustrates the basic concept of kNN where ‘a’ point (asterisk symbol) is classified based on the majority vote of its nearest neighbours in the feature space. If \( k = 3 \), then the asterisk point is assigned to the dark-circle group.

![Fig. 1 – kNN Classifier](image)

In this study, the input vectors that consisted of seven HRV features \( \{X_1, X_2, ..., X_n\} \) were labelled as two groups \( \{1 \text{ and } 2\} \). Min–max normalisation was implemented to map the input vectors into the range of \([0, 1]\) as

\[
X_{i,n} = \frac{X_i - \min(X_i)}{\max(X_i) - \min(X_i)}
\]  

(7)

where \( X_{i,n} \) is the normalised ith feature of the input vector. These normalised input vectors were further partitioned for training (90%) and testing (10%) using 10-fold cross-validation. For the kNN classification, the value of \( k \) was normally an odd number. In this study, \( k = 3, 5 \) and 7 were tested to determine the optimum value that performed the best in the classification. Four types of distance metrics listed below were among the preferred metrics used in the literature. The calculation for the distance metrics between point a and b in a feature space was defined as:
1. Euclidean distance

\[ D(a, b) = \sqrt{\sum_{i=1}^{m} (a_i - b_i)^2} \]  

(8)

where \( D \) is the Euclidean distance between point \( a \) and \( b \).

2. Mahalanobis distance

\[ D(a, b) = \sqrt{\sum_{i=1}^{m} (a_i - b_i)C^{-1}(a_i - b_i)} \]  

(9)

where \( C \) is the covariance matrix.

3. Cosine distance

\[ D(a, b) = \frac{\sum_{i=1}^{m} (a_i - \mu_i)(b_i - \mu_i)}{\sqrt{\sum_{i=1}^{m}(a_i - \mu_i)^2} \sqrt{\sum_{i=1}^{m}(b_i - \mu_i)^2}} \]  

(10)

where \( \mu \) is the mean value.

4. Correlation distance

\[ D_j(a, b) = \left( 1 - \frac{\sum_{i=1}^{m} (a_i - \mu_i)(b_i - \mu_i)}{\sqrt{\sum_{i=1}^{m}(a_i - \mu_i)^2} \sqrt{\sum_{i=1}^{m}(b_i - \mu_i)^2}} \right) \]  

(11)

The kNN performance was evaluated by measuring its accuracy, which is defined as the following:

\[ \text{Accuracy} = \frac{TN + TP}{TP + TN + FP + FN} \times 100 \]  

(12)

where TP and TN represent the total number of True Positive and True Negative, respectively. Also, FP and FN are the total number of False Positive and False Negative counted during the classification (Baratloo, Hosseini, Negida, & El Ashal, 2015).

3. Results and Discussion

The HRV measures of the primary insomnia patients and healthy controls were extracted from five-minute segments of whole-night sleep ECG recording. Mean RR, SDNN, RMSSD and pNN50 were the time-domain HRV features extracted from the ECG, whereas LFnu, HFnu and LF/HF ratio were the frequency domains of HRV. The HRV changes during sleep stages N1, N2, N3 and REM were compared between the insomnia patients and healthy subjects. These time and frequency domains of HRV measures were subsequently used for classification study.

The hypnogram of primary insomnia and healthy control groups are depicted in Fig. 2. As can be seen in the figure, patient subjects showed more frequent awake events (circle) throughout the night compared to the healthy subjects. In the assessment of the differences in age and sleep parameters between the two groups, only the REM stage total sleeping time in the primary insomnia group was significantly lower than the healthy group (U = 16.5, p = 0.014). The results for both the time and frequency domains of HRV are shown in Fig. 3 and Fig. 4. The time domain measures of mean RR in the insomnia group revealed a slightly higher value compared to the healthy group. This value showed an increasing trend from stage N1 to REM. However, a significant difference was only found in the REM stage. In contrast, the SDNN, RMSSD and pNN50 of the insomnia group showed a lower value compared to the control group. The SDNN and RMSSD
were lower at stage N1 and gradually increased at N2, N3 and REM. However, the statistical test did not show any significant difference in all the sleep stages for SDNN, RMSSD and pNN50.

In the frequency domain analysis, the LF measure of insomnia was observed higher when compared to the healthy group. The highest value of LF was significantly recorded during N3 sleep. In contrast, the HF of insomnia was lower than the healthy group but not significant. Also, there was no significant difference in the LF/HF index between the two groups although the maximum value was observed during the REM sleep in the healthy group.

In line with several studies, our analysis of the time and frequency domains of HRV in primary insomnia patients also showed increased sympathetic activity and reduced parasympathetic activity of the ANS compared to the control group (Spiegelhalder et al., 2011; De Zambotti et al., 2013). In this study, a high value of the LF index was observed during the N3 sleep stage in primary insomnia patients, which indicated the predominance of the sympathetic nervous system during deep sleep. This increase of sympathetic activity during sleep was largely hypothesised to cause physiological hyperarousal and further increase the risk of cardiovascular diseases (Carter et al., 2017). Several studies have reported a longer REM sleep time in insomnia patients (Riemann et al., 2012; Tobaldini et al., 2013). Such duration of REM sleep is believed to be associated with an increase in micro-arousals and awakening in insomnia patients. However, a low duration of REM sleep time in primary insomnia was observed in this study. This variation could be caused by the small sample size used in this study.

**Fig. 2 - (a) Hypnogram of Primary Insomnia; (b) Hypnogram of Healthy Subject.**
Sleep stages annotation 5 = Wake, 4 = REM, 3 = N1, 2 = N2, 1 = N3.
In this study, the optimum value of $k$ and distance metric was explored. As shown in Fig. 5, the kNN accuracy improves as the $k$ value increases. The highest accuracy is achieved using the Mahalanobis distance with $k = 7$, whereas the lowest detection rate is observed for the Euclidean distance metric and $k = 3$. The average accuracy of 75.02% is recorded using kNN for the classification of primary insomnia and healthy subjects as shown in Table 2. Other distance metrics yield a detection rate between 65% and 72% with $k$ value of 3 and 5. Therefore, the performance of kNN classifier is highly dependent on the tuning parameters $k$ and distance metrics. Although the detection rate for insomnia in this study is slightly lower compared to other reported values of 81% (Abdullah, Patti, Dissanyaka, Penzel, & Cvetkovic,
2017; Mulaffer, Shahin, Glos, Penzel, & Ahmed, 2017), our approach is simpler, as we have only used a total of seven features extracted from the ECG signal. Mulaffer et al. (2017) used 57 features extracted from 2 EEG signals to obtain an accuracy of 81%. Also, they used SVM that required several tuning parameters, which includes kernel function, gamma and c values.

The limitation of this study is that a small sample size of 20 subjects was used to perform the statistical analysis and classification. Secondly, we should have considered including more features and then implementing the feature selection technique as practiced in many machine learning applications.

![Classification accuracy percentage of Euclidean, Mahalanobis, Cosine and Correlation distance of k = 3, 5 and 7](image)

**Fig. 5 – Classification accuracy percentage of Euclidean, Mahalanobis, Cosine and Correlation distance of k = 3, 5 and 7**

<table>
<thead>
<tr>
<th>Distance metric</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean (k = 7)</td>
<td>65.68</td>
</tr>
<tr>
<td>Mahalanobis (k = 7)</td>
<td>75.02</td>
</tr>
<tr>
<td>Cosine (k = 3)</td>
<td>72.21</td>
</tr>
<tr>
<td>Correlation (k = 5)</td>
<td>72.37</td>
</tr>
</tbody>
</table>

**Table 2 – Average classification accuracy, sensitivity and specificity percentage (%) rates of 10-fold cross-validation.**

4. **Conclusion**

In this paper, a total of seven features from the time and frequency domains of HRV between primary insomnia patients and healthy subjects were investigated in terms of statistical significance. Although, the HRV measures of insomnia patients have shown an increase in the overall of sympathovagal activity, this measure alone cannot be regarded as an objective biomarker, as other sleep disorders, such as sleep apnoea, is also associated with an alteration in the sympathovagal balance. In our experiment on the classification of insomnia and healthy subjects using kNN and HRV measures, an accuracy of 75% was achieved. This result suggests the possible development of an automated insomnia diagnosis with continuous improvement in the feature extraction and classification methods.
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