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1. Introduction 
Educational data has a vital role in predicting the performance of undergraduate students. Various existing studies 

have attempted to predict the placement performance of students through various data mining approaches. Accordingly, 
the conventional study [1] takes into account the influence of engineering student’s Grade Point Average (GPA) 
through use of a Covenant University, Nigeria as the case study. Effort has been made in the research to present the 
degree to which the final year student’s CGPA (Cumulative Grade Point Average) could be predicted through the use 
of GPA from the initial three years of the degree program. The dataset has been analyzed that comprised of thousand 
eight hundred and forty one students admitted and then graduated from 2002-2014 through seven engineering 
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selection. Finally, the dropout analysis and placement performance of students is predicted using the introduced 
ANN-R through a train and test split. Results/Conclusion: Performance of the proposed system is analyzed in 
accordance with loss metrics. Additionally, internal comparison is performed to find the extent to which the actual 
and predicted values correlate with one another during prediction using the existing and proposed system. The 
outcomes revealed that the proposed system has the ability to predict the student’s placement performance along 
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disciplines of the Cohort university. Analysis has been carried out using regression analysis in Matrix Laboratory 
(MATLAB) and Konstanz Information Miner model that rely in data mining. Dataset also comprised of GPA of 
students attained from the initial three years of their study and final CGPA. The prediction outcomes has shown an 
accuracy of 89% [2, 3]. Few existing studies aimed to predict the student placement percentage through the data 
associated with the academic reputation of the institution, city opportunities where the institution is situated, 
institution’s cultural opportunities and facilities [4]. When the accuracy of the model has been assessed with respect to 
the performance metrics, the employed Extreme Gradient Boosting (XGBoost) explores more prediction accuracy in 
comparison to ML strategies. Further research has to incorporate extra experimentation with ML algorithms, attain 
many training records through the inclusion of supplementary majors or engineering departments for generalizing the 
model and enhance its performance. Various traditional systems have used classification algorithms for predicting the 
chances of undergraduate students in getting placed in companies. Random Forest (RF) and Decision Tree (DT) has 
been applied by existing work [5] for predicting the student’s placement probability. Recommended model has 
intended to predict if the student gets placed or nor placed during the recruitment process. For this prediction, the 
student’s academic history has been taken as a data like backlogs, overall percentage and credits. Algorithms have been 
employed on student’s previous years. Accuracy attained after examining the proposed algorithms is found to 86% for 
RF and 84% for DT. Thus, the analytical outcomes explore the efficacy of RF than DT. Other than experimental 
analysis, few studies attempt to analyses through questionnaires that enquires the students regarding their attitudes in 
class and the programming task outcomes in the class [6]. Then, this information is utilized to make Machine Learning 
(ML) model for predicting the placement outcomes and ranking outcomes from the programming competition. Three 
descriptive variables have also been utilized that include programming task, psychological scale and student answered 
questionnaire. Effective prediction results have been accomplished. Yet, the suggested method’s prediction 
performance has to be enhanced by improving the algorithms as well as incorporating other significant variables [7]. 
The existing studies have already made few advancements. Yet, further enhancement has to be accomplished to 
accurately predict the placement performance of the students as existing methods like Konstanz Information Miner 
model have shown 89%, RF have shown 86% and DT have shown 84%. Though effective outcomes have been attained 
by existing methods, they lack in terms of accuracy in predicting the placement performance of students. To further 
improve accuracy, the present study intends to employ ML models to predict the placement probability of the students 
and provide mentoring system for students based on their academic performance and dropout analysis by considering 
all the significant parameters for efficient prediction in real-time.  
The main objectives of this research are listed below. 

• To select relevant features from the dataset based on best score through the proposed ILO (Improved Lion 
Optimization) algorithm.  

• To predict undergraduate student’s placement performance in the early days of their degree program by 
considering aggregate mark, number of certificate courses, arrear not more than one, more interest in learning 
new things and core competent of the students and analyzing it using the introduced Artificial Neural Network 
based Regression (ANN-R).  

• To develop a mentoring system for counselling the students based on the dropout analysis under certain 
threshold of student’s aggregate mark, fees structure and attendance using fuzzy clustering. 

• To perform internal comparison of the introduced system with the traditional system during the 
implementation with respect to Mean Square Error (MSE), Mean Absolute Error (MAE), and Root Mean 
Square Error (RMSE).   

 
1.1  Paper Organization 

The paper is organized as follows. Initially, the significance of predicting the student’s performance is discussed. 
Followed by this, various methods used by existing systems in this content are explored. Then, section III presents the 
overall proposed study. The results obtained from the implementation of the proposed system are discussed in section 
IV. Finally, the overall study is concluded in section V. 

 
2. Review of Existing Study 

Various existing studies have used several methods to predict the undergraduate student’s performance in 
accordance with numerous factors. Those methodologies are discussed in this section along with its drawbacks. 

A student must be graduated on time which is vital to create colleges highly affordable. If not, the student’s 
performance will not be able to satisfy the graduation norms fixed for degree program. Thus, it is essential to create a 
system that can persistently track the academic performance of the students so as to predict their succeeding 
performance like the probability of their graduation and estimated final Grade Point Average (GPA) [8]. To predict 
this, the study introduced a bi-layer structure consisting of an ensemble-predictor layer and base predictor layer. A Data 
Driven Course Clustering (DDCC) technique has also been developed that rely on the Probabilistic matrix Factorization 
(PMF) which provides automatic outputs of course clusters [9] relying on grade data of large, heterogeneous and sparse 
course of the student. Numerous simulations have been undertaken on a dataset consisting of 1169 undergraduate 
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student’s data that is congregated over a period of three-years at UCLA (University of California, Los Angeles). The 
results reveal that the introduced methodology has the ability to perform better than the existing techniques thereby 
conserving education interpretability. Yet, this study has to prolong the proposed system’s prediction performance to 
elective courses as well as utilizing the prediction outcomes to suggest the students with courses. Several studies 
focused on various methods and factors to predict the undergraduate student’s performance.  

Accordingly, the paper [10] intended to explores the data mining capabilities in higher educational organizations to 
study the educational data. It exhibits the way in which data mining might assist in enhancing the process for decision 
making in universities. This paper aims to predict the academic performance of students by the end of 4 year bachelor’s 
degree program for finding the efficient measures of students those are at risk in the initial days of their education [11]. 
It affords the organization with the essential evidence through which it could afford sufficient necessities for enhancing 
quality. Various classifiers have been implemented like Decision Trees with Information Gain (DT-IG), Naïve Bayes 
(NB), Random Forest with Information Gain (RF-IG), Random Forest with Accuracy (RF-ACC), Random Forest with 
Gini Index (RF-GI),Neural Networks (NN) and Decision-Tree with Gini-Index (DT-GI) [12]. The implementation 
results explore that DTs could be employed to find the courses acting as low performance indicator. Finding these 
courses will enable to give students early warning during their course of study. This study has to consider all other 
factors as well to enhance the prediction. Educational data mining (EDM) could be accomplished through numerous 
data mining methods like DT, Support Vector Machine (SVM),NB classifier and K-Nearest Neighbour (K-NN) [13]. 
Nevertheless, all these methods fall only under two main methods like clustering and classification. Though, there are 
exists various algorithms that assist in predicting undergraduate student’s performance in academics by the 
classification strategy [14], numerous other algorithms achieve the same aim through the adaptation of the clustering 
strategy.  

The study introduces a hybrid strategy that integrates classification and clustering algorithms for accomplishing 
high accuracy in prediction in comparison to the traditional methods. The accuracy of this system is found to be 0.75 
when employed to extra [15], behavior and academic student dataset features. This is also found to outperform the 
traditional systems. However, the model has to be further extended for assisting huge kinds of student dataset features. 
The existing studies have also analyzed and compared the traditional Machine Learning (ML) techniques to examine 
the different input data types afforded to optimize the specific ML method [16] impacted the precision of predicting the 
student’s exam performance [17]. For this reason, various student associated features have been taken into account to 
find the ideal combination of data types taken as input, for instance-past performance of the student, demographic data 
and engagement of the student. In addition, analysis has been undertaken to find the computational time required for 
predictions of individual methods. To assess and test, the Open University Learning Analytics (OULAD) dataset has 
been used as one of the many wide-ranging publicly accessible dataset with respect to data diversity associated with 
students and learning data. For classification purpose, SVM, K-NN, NB, DT, Logistic Regression (LR) and Artificial 
Neural Network (ANN) have been deployed. On the other hand, for regression, SVM, DT, LR, ANN, K-NN and 
Bayesian Regression (BR) have been analyzed. The maximum precision has been attained for ANN in classification. 
This also exhibited that the demographic data unexplored significant influence on precision. 

Various classification models have been used in the article [18] to predict the performance of the student using the 
data gathered from an university in Australia. Data involves the enrolment details of the student and the generation of 
activity data from Learning Management System (LMS) of the university. Enrolment data comprise of the information 
of the student like attendance type (part time vs. full time), admission basis and socio-demographic features. 
Classification has been performed through four algorithms namely NB, J48 (a decision tree is generated comprising of 
three varied kinds of nodes – leaf nodes, internal nodes and root nodes), SMO (it utilizes an optimization algorithm to 
train the SVM) and JRip (a classification technique that relies on rule and produces clear rules through IF-THEN 
structure. Results showed no single technique exhibited high performance in all the considered aspects. Yet, the trees 
based and rule based techniques generate models of high interpretability which makes them highly valuable to design 
efficient student support. Moreover, the study planned for generating the student profiles through the use of unlabelled 
data for exhibiting the clusters of the interesting student as well as their characteristics which is yet to be implemented.  

There exist various challenges for predicting the performance of undergraduate students in academics. A study [19] 
introduced Multi-Adaptive Neuro Fuzzy Inference System (MANFIS) and is employed to the Multi Input Multi Output 
(MIMO) student dataset for solving the issues associated with the prediction of student’s academic performance. The 
introduced model has been empirically validated against MANFIS, Random Tree (RT), OneR and ANFIS (Adaptive 
Network based Fuzzy Inference System) in a benchmark dataset comprising of student performance from UCI (UC 
Irvine). From the analysis, it has been explored that the proposed system could be employed to MISO (Multiple Input 
Single Output) and MIMO datasets. The empirical study revealed the outstanding performance of proposed system than 
other related existing methods with respect to accuracy. This study intends to examine dynamic neuro fuzzy model as 
well as to analyses the convergence rate. Employing MANFIS-S to real issues in economy, education etc must also be 
undertaken. Few studies like [20] aimed to make use of the real internet utility data of students as a new measure to 
explore the probable association amongst the academic performance and internet behaviors [21]. Various ways will be 
found in which students are considerably varying amongst different performer’s group. Subsequently, the study 
employed commonly employed ML algorithms to confirm the efficiency in predicting the student’s academic 
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performance from their internet data utility. Lastly, DT, SVM and Neural Network (NN) has been used as three general 
ML predictive algorithms to perform classification for making new features as well as predictive framework possess 
generalized value for predicting the performance of undergraduate students in academics. Though effective outcomes 
have been attained, the studies have to consider more feature to afford the educators with a comprehensive reference to 
develop the learning management of students.  

Existing research [22] introduced a RTV-SVM (Reduced Training Vector-SVM) that has the ability to predict 
marginal and at risk students. The study provided more accuracy. Yet, other learning applications have to be found that 
is needed to differentiate the study status of students or students who fail to complete their degree on time, predicting 
which particular students have more drop out chance and finding the students those will have the ability to graduate 
through a narrow pass. Hence, research has to be carried out by considering all these parameters to improve the 
prediction accuracy. ANN and SVM has been utilized in the study [23] for finding the effective algorithm for 
predicting the student’s academic performance. It has been found that SVM showed accurate outcomes. However, there 
exists no significant variation among these two algorithms and combination of them. Accuracy is also explored to be 
82%. These studies have predicted the graduation rate of the students by relying only on the academic performance 
instead of socio-economic factors. Various other factors corresponding to success have to be taken into account in 
future research [24]. Predictive modelling through ML possess more potential for the development of early warning to 
find at risk students who have high chances of dropping and help those students in advance [25]. Random Forests (RFs) 
have been used in this study for predicting the at risk dropout chance students.  Data utilized in this paper include 165, 
715 samples from students of high school in the year 2014. Outcomes reveals that schools were able to find the students 
with high dropout risks with more accuracy by analyzing, recording as well as creating observation data or background 
information on students [26]. This study has a drawback. It considered only limited predictors or features. There exists 
numerous factors associated with the dropout rate of students that have to be taken into account [27]. Various factors 
were not present in the dataset that the study opted for [28]. Managing training and placement records in big 
organizations are complex as the count of students are more. In these situations, classification and differentiation on 
varied categories turn out to be tedious [29]. Hence the study aimed to analyses many datasets of students for classes 
that are pre-defined through the use of fuzzy logic and easily predict their performance. It will be well-being asset to 
institutions for information analysis of datasets and student information. Further research are needed to enhance the 
prediction system’s performance [30]. 
 
3. Proposed System 

The study predicts the placement performance of the student and affords mentoring system to students who are at 
risk of dropout analysis based on certain criteria. For this purpose, the study uses machine learning based techniques. 
Various processes are undertaken to achieve this as shown in fig. 1.  
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Fig. 1 - Overall view of proposed work 

 
The process starts with population and parameter initialization. Subsequently, the first best agent is stated in 

accordance with fitness function to update the current search agent position. This iteration continues until an optimized 
result is achieved. Here, data selection is the significant factor needed to improve the prediction accuracy. The study 
proposed Improved Lion Optimization (ILO) algorithm to determine the best score so that only the relevant features 
can be selected. This is fed to the train and test split for student performance prediction. Placement performance along 
with domain of interest and mentoring system are the two main specificities focussed in the study. Prediction is 
achieved through Artificial Neural Network based Regression (ANN-R). Here the students who are at risk of dropout 
are considered for mentoring system to provide counselling. Not all students are provided counselling. Only students 
who have an acceptable aggregate mark, fees structure and attendance will be allowed to get counselling. Finally, the 
performance of the introduced system is analysed in terms of loss metrics. This analysis helps in finding the effective 
algorithm that has the ability to provide accurate prediction with minimum loss.  

 
3.1 Improved Lion Optimization (ILO)  

The proposed ILO undergoes various processes to find the best score and select only the relevant features. The 
stepwise process is shown as algorithm.  
Algorithm I: ILO 
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Various processes in accordance with the ILO are presented that includes initialization, hunting, moving towards 

safe place, roaming, mating and defence. The proposed ILO has the ability to handle multi-modal and non-linear issues. 
It can also find the nearest probable optimal solution. The convergence rate is also found to be fast as a result of 
roulette wheel selection and random walk mechanisms. Due to these advantages, the proposed ILO performs feature 
selection by considering only the relevant features.  

 
3.2 Artificial Neural Network based Regression (ANN-R) 

The study uses ANN-R for prediction of student performance which is the method of computing the value 
corresponding to the output variable relying on the values corresponding to input variable. In education, the resultant 
variables that indicate the undergraduate student’s performance could be in the form of numerical values, decisions, 
marks and categorical values. The linear regression tasks partitions the techniques namely a simple LR (Linear 
Regression) methods of which aims to discover the correlation amongst one dependent and independent variable. In 
addition, a Multi-Linear Regression aims to discover the association between several independent variables and one 
dependant variable. MLP aims for modelling the association amongst two or numerous independent-variables in 
addition to dependant variable by fitting the Linear Equation (LE) to the actual data. Theory based assumption behind 
this method is that each unit change in the independent variable results in a uniform alteration in the variable that is 
dependant. The architecture of ANN is shown in fig. 2. 

 
 

  

 

 

  
Fig. 2 - ANN-Architecture 
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In addition, the pseudo code corresponding to the proposed ANN-R is shown in algorithm II. Various process 

involved in predicting the undergraduate student’s performance are explored in algorithm II. 
 

Algorithm II: ANN-R 
 Step-1:  Initialization (%) 

Initialize ANN-R 
Step-2: Set  and  
Step-3: for each Fully Connected (FC) bi-partite later (ANN) do 
Step-4: Alter FC with dropout and dense connected layer possessing 

topology 
End 
Step-5: Initialize parameters (training algorithm) 

Step-6: Training (%) 
for each (epoch training) do 

               Step-7: Execute standard-training method 
               Step-8: update weight 
               Step-9: for each ANN layer do 

             eliminate a portion  of the reduced positive-weight 
             eliminate a portion  of the reduced negative-weight 

               Step-10: if (e)  last epoch-training do 
Step-11: Include new weights in a random way in an identical way 

that are detached  
               randomly 
Step-12: Analyse the performance of the student 
End 

End 
End 

 
The architecture of ANN is presented that comprise of input layer, hidden layers and the output layer. The 

proposed ANN-R has various advantages like ability to operate with in suffice knowledge, efficient fault tolerance [31], 
parallel processing, distributed memory etc. These advantages make the proposed ANN-R to be highly suitable for 
predicting the placement performance and domain of interest of the students from the dataset collected. Moreover, 
dynamic dataset is used in this study which makes it flexible to be employed to predict the student’s performance from 
other colleges. All these merits enable the proposed system to be efficient and it is proved to be outstanding than the 
existing studies in the comparative analysis. 

 
4. Results and Discussion 

The proposed methodologies are implemented for predicting undergraduate student’s placement performance and 
afford counselling to students in accordance with the dropout analysis. In this section, results attained by this 
implementation are presented. Analysis of the introduced system is carried out by internal comparison with the 
traditional methods in accordance with loss metrics namely Mean Absolute Error (MAE), Mean Square Error (MSE) 
and Root Mean Square Error (RMSE). This analysis is carried out as it is significant in exploring the efficacy of the 
proposed method.  

 
4.1 Dataset Description 

The study uses real-time dataset. Dataset encompassing of computer science student’s data is collected from a 
college in Karnataka named “Global Academy of Technology”. It included the passing year and supplementary details 
like aggregate marks, plans after graduation, count of active backlogs, area of interest, core competencies, fascination 
in learning new things, number of internships that are completed and attended workshops, hours spent in attending the 
placement training etc. This study uses dynamic dataset by efficient pre-processing. Hence, flexibility is achieved.  

 
4.2 Performance Analysis 

The proposed system is analyzed through comparison with the traditional CNN (Convolutional Neural Network), 
Google net and SVM in accordance with Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Mean 
Square Error (MSE). The equations corresponding to these loss metrics are discussed here. 
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4.2.1 Mean Square Error (MSE) 

It indicates the similarity of regression lines to a collection of points and is given by equation (1). 
 
 

           (1) 
 

In equation (1),  
MSE indicates the Mean Square Error 

             is data point count 
  represents the observed-values 

  is predicted values 
 
4.2.2 Root Mean Square Error (RMSE) 

It is the ideal metric that measures the accuracy of the system. It compares only the varied model’s prediction 
errors or model configurations for a particular variable, however not between variables which is due to scale reliance 
and is provided in equation (2). 

 

          (2) 
In equation (2),  

RMSE is the Root Mean Square Error 
  represents variable 
  denotes the non-missing data-points 

 is the original time series observation 
 represents the computed time series 

 
4.2.3 Mean Absolute Error (MAE) 

It a model’s evaluation metric used with regression models. It is the mean of actual values analogous to the errors 
in individual prediction over each and every test set cases and is given by equation (3). 

 

          (3) 
 
In equation (3), 

MAE is the Mean Absolute Error  
  is the true value 
  is the prediction 
  represents the overall data point count 

The introduced system is analysed by comparing with conventional system encompassing ANN, Google net and 
SVM in accordance with the above specified loss metrics. The obtained results are presented in table 1. 
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Table 1 - Analysis of the proposed system for student’s placement prediction 

Algorithm Root Mean Squared Error Mean Absolute Error Mean Squared Error 
ANN-R 1.075675758 0.699713875 1.007078336 

CNN 1.119261567 0.731323047 1.252746454 
SVM 1.159129382 0.719221897 1.343580925 

GoogleNet 1.126078527 0.771612016 1.268052848 

From table 1, it is clear that the introduced ANN-R shows minimum error rate (MAE-0.699, RMSE-1.075 and 
MSE-1.007) than the conventional CNN, Google net and SVM. The existing studies have used algorithms like CNN, 
Google net and SVM for predicting undergraduate student’s placement performance. Though minimum error rate is 
achieved by all these methods, the proposed system shows minimum error in comparison to the conventional 
algorithms proving its outstanding efficacy to predict the undergraduate student’s placement performance. It is 
graphically shown in fig. 3.  

 

 
 

Fig. 3 - Comparative analysis of the traditional and proposed methods in predicting student’s placement 
performance 

 
From fig. 3, it can be clearly seen that the introduced system explores minimum error than existing methods. 

Proposed ANN based regression has the ability for fault tolerance and thus it minimizes the error in predicting student’s 
placement performance thereby improving its accuracy in this prediction. In addition, proposed system is analysed by 
comparison with the traditional methods to find its efficacy in predicting the domain of interest of the students. The 
obtained results are presented in table 2. 

 
Table 2 - Analysis of the proposed system for student’s domain of interest prediction 

Algorithm Mean Squared Error Mean Absolute Error Root Mean Squared Error 
ANN-R 0.003597626 0.043381634 0.059980214 

CNN 0.038344631 0.14633753 0.195817852 
SVM 0.013742101 0.054971786 0.117226706 

GoogleNet 0.025684016 0.511016683 0.160262335 

 

This analysis also shows that the minimum error rate (MAE, RMSE and MSE) of the introduced ANN-R than the 
existing SVM, Google net and CNN. The existing studies have used algorithms like CNN, Google net and SVM for 
predicting the student’s domain of interest. Though minimum error rate is achieved by all existing methods, the 
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proposed system shows minimum error rate than the traditional algorithms proving its outstanding performance in 
predicting the domain of interest of the students. It is graphically shown in fig. 4. 

 
Fig. 4 - Comparative analysis of the traditional and introduced methods for predicting the domain of interest of 

the students 
 

From fig. 4, it can be clearly seen that the introduced system explores minimum error compared to existing 
methods. The proposed ANN based regression is advantageous as it is able to tolerate faults and thus it minimizes the 
error in predicting the student’s domain of interest thereby improving its accuracy in this prediction. Thus, from the 
above two analysis it can be concluded and confirmed that the proposed system is effective than the existing methods in 
predicting the student’s placement performance and domain of interest. 

 
4.3 Comparative Analysis 

The proposed system is internally compared with the existing system during the implementation. The traditional 
SVM, Google net and CNN are considered for the analysis with the introduced ANN-R. The obtained outcomes are 
given in this section. At first the results of the proposed ANN based regression is shown in fig. 5. It can be clearly seen 
that the actual and predicted values correlate with one another showing the degree to which correct prediction is made. 

On the other hand, the existing CNN, SVM and Google net is analysed and the results are presented in fig. 6, fig. 7 
and fig. 8. From fig. 6, it can be clearly seen that the actual and predicted values have slight variations and few do not 
correlate with one another. This confirms that there is slight misinterpretation in predicting the performance of the 
students using existing CNN.  

 

 
Fig. 5 - Proposed ANN based regression 
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Fig. 6 - CNN regression 

 
The figure 7 shows the regression line of existing SVM. It can be seen that the actual and predicted values do not 

correlate with one another except few. This reveals its ineffectiveness in predicting the student’s performance. 
Similarly, figure.8 shows the regression line of Google net. The actual and predicted values correlate with one another. 
Still, there exist few variations that prove the ineffectiveness to some extent.  

 

 
Fig. 7 - SVM regression 

 

 
Fig. 8 - Google net regression 
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Thus, the comparative analysis reveals that the proposed ANN-R shows high degree of correlation with the actual 
and predicted values. Whereas, the traditional Google net, SVM and CNN shows specific variations in the actual and 
predicted values. This shows the efficiency and suitability of the proposed system in correct prediction of the placement 
performance of the students and domain of interest than the existing system.  

 
5. Conclusion 

The study uses machine learning based methods for predicting the dropout analysis and placement performance of 
the undergraduate students in the early years of degree program. Dropout analysis is carried out so that mentoring 
system can be provided to students who are under specific threshold with acceptable profile (aggregate mark, fees 
structure and attendance). Various processes are involved to accomplish this. At first, relevant features are selected 
from the real-time dataset based on best score through the introduced ILO approach. Then, the placement performances 
of the undergraduate students are predicted in addition to the domain of interest of students encompassing designing, 
developing, marketing and testing. ANN-R was utilized in predicting the undergraduate student’s performance in 
academics and analysed with respect to loss metrics. In addition, the proposed system was compared with the existing 
systems to predict the effective algorithm that predicts the value similar to actual value. Here, comparison was carried 
out during the implementation phase and the obtained results are presented revealing that the proposed system shows 
high correlation of actual and predicted values with minimum error than the existing methods. This study used data 
collected from Global Academy of Technology. The study can be applied to other college data to predict the student 
performance as it used dynamic dataset.  
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