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Abstract: There are no tools to auto grade subjective questions and no auto summations app to date. As a result,
examiners need to mark subjective answer scripts manually and they might overlook some marks while summing
up subjective answer scripts scores obtained by students. Therefore, this study aims to develop an exam mark
summation app to ease miscalculation problems. Tesseract OCR was implemented in this Marks Summation App
as a platform to scan the multi-page handwritten marks using pen tip above a 0.5mm size in red, blue, and black to
recognise the marks wrote by the examiners. The captured marks images will be uploaded to server for image
processing by promptly executing the python script in the server. The extraction of numbers from the processed
image will sum up the scores to determine each candidate's final score. It is recommendable to scan the original
materials to produce more accurate accuracy. Out of 118 numbers from 21 testing samples, 88 numbers are
correctly recognised, whereas 30 are not recognised correctly. Thus, the accuracy of the developed exam mark
summation app is 74.58%. The app's performance is more superior than car plate recognition result in the field. In
the future, we hope to increase the app’s recognition accuracy by exploring deep learning in recognizing
handwritten numbers.
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1. Introduction

Assessment is a vital evaluation process in student learning [1]. According to researchers [2], assessment sets the
target more influentially than any syllabus or course and is deeply experienced by students. It is a criterion-referenced
of outcome-based teaching and learning to check if the outcomes have been attained [3]. It can ensure educational
provider preserves academic standards [4]. Assessment is designed to measure a person's knowledge, skill, ability, or
physical fitness. Assessment can be divided into formative and summative. Formative assessment is an ongoing
evaluation at each stage to ensure immediate feedback can be obtained after the assessment. Thus, students' learning
performance can be monitored at each stage and the teaching process can be improved. Summative assessment is
conducted at the end of the learning.

Assessment in higher education consists of both formative and summative assessments. Formative assessment can
be conducted through quizzes, tests, assignments and projects, whereas summative is the final examination during each
semester. The quiz, test and final examination assessment can be evaluated using multiple-choice, true and false,
matching, and subjective questions. Subjective questions may include short answer questions, structure questions, long
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answers or essays. For assignments and projects, peer assessment [5], self-assessment and group assessment may be
included.

An examination or test can be carried out verbally, handwritten or on a computer system [6]. There are various
format styles and difficulty levels in an examination, and it may be conducted in a formal and informal mode. An
examiner will examine an examination or test script written by a candidate. Evaluators or teachers must evaluate the
assessment or exam papers based on marking schemes to give the students marks. However, marking an answering
script in the current days is becoming unfortunate a heavy load for the lecturers, especially with poor handwriting or
pencil writing [7]. On top of that, evaluation of subjective test or exam scripts is tedious and time-consuming [8] [9].

To avoid tedious marking, objective questions with an auto-grading system done by optical mark recognition
(OMR) or most e-learning platforms such as google classroom can be a good option. However, making an excellent
objective question with their options is not as easy as setting up subjective questions.

As a solution for marking subjective answer scripts, Rao [7] developed a fair and innovative idea of evaluating the
script in a computerized format. They used computer vision and convolution neural networks to convert text from
handwritten scripts. Then they applied natural language processing (NLP) to tokenize the words required and then
checked with the words already uploaded by the lecturers. Hence, the evaluation correctly could have been done, and
the burden will become lesser.

NLP-based automatic answer script evaluation projects were done by [8], [9]. They used Pytesseract to extract text
from the answer script and then denoised it to improve accuracy. Later, a keyword-based technique from NLP was used
to generate a short and precise summary. Various similarities between summarized extracted text and the marking
schemes were measured using Cosine, Jaccard, Bigram, and Synonym to generate the last marks.

A study in [10] introduced an automatic quick short answer grading system using MaLSTM deep network and
sense vectors containing students’ and model answers using Mohler and CU-NLP datasets. They obtained 0.949
Pearson’s correlation and 0.084 root mean square error.

A simple short question grading system was developed by [11] using short text and augmented similarities. The
system takes the short scheme answer and short student answer as input and computes semantic similarities to give a
score.

SergVoloshyn [12] proposed the Android OCR application based on Tesseract using the Tesseract OCR engine of
Tesseract 3 to recognize character patterns. The Tesseract has Unicode (UTF-8) can recognize over 100 languages.

Bautista and Comendador [13] used Image Madisk to enhance the quality of the scanned grade sheets and optical
character recognition (OCR) engine in Tesseract to automatically recognise and storing students’ scores into respective
database.

Researchers [14] modified LeNet-5 network based on deep learning to identify street view house number (SVHN)
from SVHN public dataset. They obtained 92.32% identification rate after a training of 7 hour and 24 minutes. While in
another study by [15], they obtained 60% accuracies for car plate number recognition respectively using open CV and
Tesseract OCR.

As far as we know, there are no available tools to mark subjective questions and sum the total marks automatically
to date. In addition, there are also no developed tools used to detect the handwritten marks and do the summation.
Therefore, the examiners need to mark manually and sum up the marks. They might overlook the marks of the exam
scripts while summing up individual graded marks, leading to a miscalculation in grading the overall exam mark. To
recheck the exam script, the students have to pay a specific fee to crosscheck the answers, and it causes a double load
task and time consumption for an examiner.

Therefore, to overcome this issue, an android-based Marks Summation App that can recognise pen tip above a
0.5mm size of handwritten marks in red, blue, and black was developed to perform the auto summation of the
handwritten marks. The handwritten marks can be integer or floating-point numbers. A set of exam scripts with a
maximum number of 10 pages can be captured for each submission. An unlimited set of exam scripts can be submitted
to the Marks Summation App. The App requires the Tesseract OCR library to recognise the handwritten marks after
preprocessing the captured images. The recognised handwritten marks are then sum up using Python. A CSV file that
contains the recognised and total mark is generated

2. Methodology

The exam summation App was built using Python, Visual Studio Code, React Native, JavaScript Object Notation
(JSON), PHP and MySQL.

Figure 1 shows the flowchart of the application process of the Marks Summation App. As shown in Figure.1, the
process begins by capturing the marks of an exam script document as an image. The captured image is then uploaded to
the server via a web service. The server runs a python script to do the image preprocessing process. The first image
processing step is to invert the scanned image to a black background image. The second step is converting the RGB
image to a grayscale image as a grayscale image is one layer from 0-255 values which forms 256 levels or 8 bits, while
RGB image has three layers of 256 levels to represent red, green and blue colours. Thus, a grayscale image simplifies
the image processing algorithm and saves computation times. Most of the image processing is sufficient to be
processed with a grayscale image.
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Once the grayscale image conversion is done, the image undergoes the third image processing, thresholding the
image using the OTSU algorithm to convert the grayscale image to a binary image (black and white colour only) for
morphological transformation later.

Morphological operation of dilation is carried out to fill the hole and broken areas. Dilation will thicken the
numbers and enhance the readability of the numbers in the image of the exam script document. Next, the dilated image
undergoes another morphological process which is morphological closing. Morphological closing is dilation followed
by erosion. It is beneficial if there are any dots present on the numbers of the image, it will close the dots. This will
increase the efficiency of the Tesseract OCR library to recognise the numbers on the image.

The last step of the image processing is inverting the morphological closed image into a white background and the
numbers on the image are black in colour. Furthermore, the inverted image is cropped to the right-hand side of the
image. It will ensure the App reads only the numbers that are written as marks instead of the answers on the exam script
document.

Finally, the Tesseract OCR library tries to recognise the numbers on the image. Suppose the Tesseract OCR cannot
recognise the numbers. It will redirect us to the beginning stage of the process, scanning the exam script document or
proceeds to the summation of the recognised numbers by using Python. The summed marks are displayed to the end-
users of the mobile application. A CSV file is generated and stored in the server and database. The users may choose
the option to download the generated CSV file containing the marks anytime.
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Fig. 1 — Flowchart of application process

Figure 2 shows the flowchart of the Mark Summation Application Process. When the users launch the App, the
splash page (introduction page) executes. The splash page has a timeout of 3 seconds. After the timeout, the login page
is loaded. Users can then login to their account or sign up for an account by proceeding to the sign-up page. If the login
is unsuccessful, users will be redirected to the login page. If the login is successful, users will be redirected to the
dashboard page.

Users can then capture a maximum of 10 images at a time of the exam mark sheet on the scanner page and press
the submit button for submission. Upon pressing the submit button, the captured images are uploaded to the server for
image processing, as described in Figure 1. After the image processing, Tesseract OCR will try to recognise the
numbers in the image. If the recognition of numbers is not successful, then users will be redirected to the scanner page.

If the recognition of numbers is successful, the summation process takes place. After the summation is completed,
the total is displayed on the App later. Later, a CSV file is generated and stored on the server. As a reference, the CSV
file name is stored on the database to allow users to download their files. Finally, the summation result is displayed on
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the download page and a download link to the CSV file from the App. The process is summarised in the form of a
flowchart in Figure 2.

The Ul design pages such as splash, login, sign up, forget the password, dashboard, scanner, download file and
document pages were designed with programming codes using Visual Studio Code as the text editor. The programming
codes are compiled and converted into Ul designs when the App is executed.
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Fig. 2 — Flowchart of Exam Mark Summation Application process flow

The Marks Summation App was built using React Native, PHP and My SQL as shown in Figure 3. React Native
acts as frontend framework. Whenever the App needs to perform create, read, update or delete (CRUD) operations to
the database, the App sends the data in JSON text format to the server via an API call to PHP which works as backend.
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PHP then passes data over MySQL queries. After performing the necessary CRUD operations in the database, the result
is returned to the PHP backend. Multiple CRUD operations to the database or execution of the Tesseract OCR library
python script for image processing and marks summation can be performed. Finally, the data is converted into JSON
text format and will be returned to the API as a callback. The data is then displayed in the Marks Summation App
according to the requested action.

Fig. 3 — Block diagram of CRUD operation flow in fetching data of user

3. Results and Discussion

20 single-page testing and one multi-page testing were conducted. Figure 3 shows the multiple images of integer
and floating-point numbers in red, blue and black colour.

Figure 4 shows that the integer and floating-point numbers in red, blue, and black have a thin, normal, and bold
font style. In the first captured image, the integer numbers written in a blue colour pen are 2, 4, 7 and 3 have been
recognised correctly as shown in the CSV file from cell A2 to A5. The second captured image displays the floating-
point numbers written in red colour pen are 0.6, 0.2, 0.7, 0.3 and 0.5 are not recognised accurately as per the recognized
values 0.6, 0.2, 0.1, 0.9 and 0.5 of cell A6 to A10. In the third image, the integer numbers written in red colour are 5, 4,
2, 3 and 8 are not recognised accurately as per the recognised values 5, 1, 3, 8 and 3 of cell A1l to A15.

The fourth image shows that the floating-point numbers 0.2, 0.1, 2.3, 1.5 and 2.4 were written in blue colour pen.
According to the cell A16 to A20, the values are recognised as 0.2, 0.1, 2.3, 1.6 and 2.4. Meanwhile, the floating-point
numbers in the fifth image shows the recognised numbers in cell A21 to A25 as 0.8, 0.2, 0.7, 0.8 and 7 instead of 0.6,
0.2, 0.7, 0.8 and 0.1. The sixth image displays that the integer numbers 1, 4, 2 and 1 were written in black color pen and
recognised correctly as per cell A26 to A29. The seventh image shows the values of cell A30 to A33 as 0.1, 0.9, 1.1 and
2 instead 0f 0.7,0.9, 1.1 and 2.

As for the eighth image, the written numbers are 0.7, 0.3 and 1, but the Tesseract OCR recognised it as 7, 0.5 and
1. The ninth and tenth image numbers are written as 0.4 and 0.1, respectively and the values are correctly recognised.
The summation of the recognised values is given as 75.5. Based on the overall numbers of 37, the correctly recognised
numbers are 27. The accuracy of this testing is 72.97%.

Out of 118 numbers from 21 testing samples, 88 numbers are correctly recognised, whereas 30 are not recognised
correctly. Thus, the accuracy is obtained as 74.58%. Our results outperformed reported work in [14-15].
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4. Conclusion

This study managed to create an android based App for the examiners to avoid miscalculating marks during the
summation of scores achieved by students using Tesseract OCR in Python. The testing accuracy obtained is 74.58%,
and it is recommendable to scan the original materials to perform more accurate results. This result is better than
existing works in the field. However, there are still some rooms to improve the accuracy of the App. Thus, future work
could implement the Tensor Flow or deep learning to increase the efficiency in recognising handwritten numbers.
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Fig. 4 — Multi page testing sample - integer and floating-point numbers in red, blue and black colour
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